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EXPRESS MA.y~10. EL404935384US 

BROADCASTING NETWORK 

~ CROSS-REFERENaE TO RELATED APPLICATIONS 

'0~( This application is related to U.S. Patent Application No. 

entitled "BROADdASTING NETWORK," filed on July 31, 2000 (Attorney Docket 

5 No. 030048001 US)J~ U.S. Patent Application No. , entitled "JOINING A 
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BROADCAST CHfNNEL," filed on July 31, 2000 (Attorney Docket No. 030048002 US)~ 

U.S. Patent Applict~~~ No. "LEAVING A BROADCAST CHANNEL," 

filed on July 31, FOOO (Attorney Docket No. 030048003 US); U.S. Patent Application 

No. , entitled "BROADCASTING ON A BROADCAST CHANNEL," filed 

on July 31, 2oqo (Attorney Docket No. 030048004 US); U.S. Patent Application 

No. J , entitled "CONTACTING A BROADCAST CHANNEL," filed on 

July 31, 2000 lttomey Docket No. 030048005 US); U.S. Patent Application 

No. , entitled "DISTRIBUTED AUCTION SYSTEM," filed on 

July 31, 2000 (j\ttorney Docket No. 030048006 US); U.S. Patent Application 

No. I , entitled "AN INFORMATION DELIVERY SERVICE," filed on 

July 31, 2000 1Attorney Docket No. 030048007 US); U.S. Patent Application 

No. .. entitled "DISTRIBUTED CONFERENCING SYSTEM," filed on 

July 31,2000 ttto~ey Docket No. 030048008 US); and U.S. Patent Application 

No. entitled "DISTRIBUTED GAME ENVIRONMENT," flied on 

July 31,2000 /(Attorney Docket No. 030048009 US), the disclosures of which are 

incorporated h~rein by reference. 
l 

TECHNICAL FIELD 

The described technology relates generally to a computer network and more 

particularly, to a broadcast channel for a subset of a computers of an underlying network. 

25 BACKGROUND 

There are a wide variety of computer network communications techniques such 

as point-to-point network protocols, client/server middleware, multicasting network 
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~-;; (j 
protocols, and peer-to-peer middleware. Each of these communications techniques have 

their advantages and disadvantages, but none is particularly well suited to the simultaneous 

sharing of information among computers that are widely distributed. For example, 

collaborative processing applications, such as a network meeting programs, have a need to 

5 distribute information in a timely manner to all participants who may be geographically 

distributed. 

The point-to-point network protocols, such as UNIX pipes, TCPIIP, and UDP, 

allow processes on different computers to communicate via point-to-point connections. The 

interconnection of all participants using point-to-point connections, while theoretically 

10 possible, does not scale well as a number of participants grows. For example, each 

participating process would need to manage its direct connections to all other participating 

processes. Programmers, however, fmd it very difficult to manage single connections, and 

~::~ 

~:~ 1 
!::: 

:,rr 
:':.~: 

:!: ~ 

~~~ ~ 

110 
;:: ~ 

management of multiple connections is much more complex. In addition, participating 

processes may be limited to the number of direct connections that they can support. This 

limits the number of possible participants in the sharing of information. 

The client/server middleware systems provide a server that coordinates the 

communications between the various clients who are sharing the information. The server 

functions as a central authority for controlling access to shared resources. Examples of 

client/server middleware systems include remote procedure calls ("RPC"), database servers, 

and the common object request broker architecture ("CORBA"). Client/server middleware 

systems are not particularly well suited to sharing of information among many participants. 

In particular, when a client stores information to be shared at the server, each other client 

would need to poll the server to determine that new information is being shared. Such 
\ 

polling places a very high overhead on the communications network. Alternatively, each 

25 client may register a callback with the server, which the server then invokes when new 

information is available to be shared. Such a callback technique presents a performance 

bottleneck because a single server needs to call back to each client whenever new 

information is to be shared. In addition, the reliability of the entire sharing of information 

depends upon the reliability of the single server. Thus, a failure at a single computer {i.e., 

30 the server) would prevent communications between any of the clients. 

The multicasting network protocols allow the sending of broadcast messages to 

multiple recipients of a network. The current implementations of such multicasting network 

[03004-8001/SL003728.268J -2- 7/31/00 

0006



5 

.• fl (' 
protocols tend to place an· unacceptable overhead on the underlying network. For example, 

UDP multicasting would swamp the Internet when trying to locate all possible participants. 

IP multicasting has other problems that include needing special-purpose infrastructure (e.g., 

routers) to support the sharing of information efficiently. 

The peer-to-peer middleware communications systems rely on a multicasting 

network protocol or a graph of point-to-point network protocols. Such peer-to-peer 

middleware is provided by the T .120 Internet standard, which is used in such products as 

Data Connection's D.C.-share and Microsoft's NetMeeting. These peer-to-peer middleware 

systems rely upon a user to assemble a point-to-point graph of the connections used for 

10 sharing the information. Thus, it is neither suitable nor desirable to use peer-to-peer 

~~~J 
=~~~ 
~:~ § 

l'!fs 
~:1 J 

middleware systems when more than a small number of participants is desired. In addition, 

the underlying architecture of the T .120 Internet standard is a tree structure, which relies on 

the root node of the tree for reliability of the entire network. That is, each message must pass 

through the root node in order to be received by all participants. 

It would be desirable to have a reliable communications network that is 

l,~ suitable for the simultaneous sharing of information among a large number of the processes 

i:~ that are widely distributed. 

··v :~:;~BRIEF DESCRIPTION OF THE DRAWINGS 
~:~ ~ 

j:z= Figure 1 illustrates a graph that is 4-regular and 4-connected which represents a 

;ip broadcast channel. 

25 

Figure 2 illustrates a graph representing 20 computers connected to a broadcast 

channel. 

Figures 3A and 3B illustrate the process of connecting a new computer Z to the 

broadcast channel. 

Figure 4A illustrates the broadcast channel of Figure 1 with an added 

computer. 

Figure 4B illustrates the broadcast channel of Figure 4A with an added 

computer. 

Figure 4C also illustrates the broadcast channel of Figure 4A with an added 

30 computer. 
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Figure 5A illustrates the disconnecting of a computer from the broadcast 

channel in a planned manner. 

Figure 5B illustrates the disconnecting of a computer from the broadcast 

channel in an unplanned manner. 

5 Figure 5C illustrates the neighbors with empty ports condition. 

10 
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25 

Figure 5D illustrates two computers that are not neighbors who now have 

empty ports. 

Figure 5E illustrates the neighbors with empty ports condition in the small 

regrme. 

Figure 5F illustrates the situation of Figure 5E when in the large regime. 

Figure 6 is a block diagram illustrating components of a computer that is 

connected to a broadcast channeL 

Figure 7 is a block diagram illustrating the sub-components of the broadcaster 

component in one embodiment. 

Figure 8 is a flow diagram illustrating the processing of the connect routine in 

one embodiment. 

Figure 9 is a flow diagram illustrating the processing of the seek portal 

computer routine in one embodiment. 

Figure 10 is a flow diagram illustrating the processing of the contact process 

routine in one embodiment. 

Figure 11 is a flow diagram illustrating the processing of the connect request 

routine in one embodiment. 

Figure 12 is a flow diagram of the processing of the check for external call 

routine in one embodiment. 

Figure 13 is a flow diagram of the processing of the achieve connection routine 

in one embodiment. 

Figure 14 is a flow diagram illustrating the processing of the external 

dispatcher routine in one embodiment. 

Figure 15 is a flow diagram illustrating the processing of the handle seeking 

30 connection call routine in one embodiment. 

Figure 16 is a flow diagram illustrating processing of the handle connection 

request call routine in one embodiment. 
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Figure 17 i!:ra flow diagram illustrating the pro;~ssing of the add neighbor 

routine in one embodiment. 

Figure 18 is a flow diagram illustrating the processing of the forward 

connection edge search routine in one embodiment. 

Figure 19 is a flow diagram illustrating the processing of the handle edge 

proposal call routine. 

Figure 20 is a flow diagram illustrating the processing of the handle port 

connection call routine in one embodiment. 

Figure 21 is a flow diagram illustrating the processing of the fill hole routine in 

10 one embodiment. 

~::J 
=:~J 
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Figure 22 is a flow diagram illustrating the processing of the internal dispatcher 

routine in one embodiment. 

Figure 23 is a flow diagram illustrating the processing of the handle broadcast 

message routine in one embodiment. 

Figure 24 is a flow diagram illustrating the processing of the distribute 

broadcast message routine in one embodiment. 

Figure 26 is a flow diagram illustrating the processing of the handle connection 

port search statement routiite in one embodiment. 

Figure 27 is a flow diagram illustrating the processing of the court neighbor 

routine in one embodiment. 

Figure 28 is a flow diagram illustrating the processing of the handle connection 

edge search call routine in one embodiment. 

Figure 29 is a flow diagram illustrating the processing of the handle connection 

edge search response routine in one embodiment. 

25 Figure 30 is a flow diagram illustrating the processing of the broadcast routine 

in one embodiment. 

Figure 31 is a flow diagram illustrating the processing of the acquire message 

routine in one embodiment. 

Figure 32 is a flow diagram illustrating processing of the handle condition 

30 check message in one embodiment. 

Figure 33 is a flow diagram illustrating processing of the handle condition 

repair statement routine in one embodiment. 
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Figure 34 is a flow diagram illustrating the processing of the handle condition 

double check routine. 

·e~'",,- DETAILED DESCRIPTION 

A broadcast technique in which a broadcast channel overlays a point-to-point 

5 communications network is provided. The broadcasting of a message over the broadcast 

channel is effectively a multicast to those computers of the network that are currently 

connected to the broadcast channel. In one embodiment, the broadcast technique provides a 

logical broadcast channel to which host computers through their executing processes can be 

connected. Each computer that is connected to the broadcast channel can broadcast 

10 messages onto and receive messages off of the broadcast channel. Each computer that is 

connected to the broadcast channel receives all messages that are broadcast while it is 

i,~J connected. The logical broadcast channel is implemented using an underlying network 

?~~~ 

r~~ 

~=~1~ 

~:~~ 

-!:::1 

=;:1 

~;: ~ 
r .. 1 

system (e.g., the Internet) that allows each computer connected to the underlying network 

system to send messages to each other connected computer using each computer's address. 

Thus, the broadcast technique effectively provides a broadcast channel using an underlying 

network system that sends messages on a point-to-point basis. 

The broadcast technique overlays the underlying network system with a graph 

of point-to-point connections (i.e., edges) between host computers (i.e., nodes) through 

which the broadcast channel is implemented. In one embodiment, each computer is 

;:fP connected to four other computers, referred to as neighbors. (Actually, a process executing 

on a computer is connected to four other processes executing on this or four other 

computers.) To broadcast a message, the originating computer sends the message to each of 

its neighbors using its point-to-point connections. Each computer that receives the message 

then sends the message to its three other neighbors using the point-to-point connections. In 

25 this way, the message is propagated to each computer using the underlying network to effect 

the broadcasting of the message to each computer over a logical broadcast channel. A graph 

in which each node is connected to four other nodes is referred to as a 4-regular graph. The 

use of a 4-regular graph means that a computer would become disconnected from the 

broadcast channel only if all four of the connections to its neighbors fail. The graph used by 

30 the broadcast technique also has the property that it would take a failure of four computers to 
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divide the graph into disJoint sub-graphs, that is two separate broadcast channels. This 

property is referred to as being 4-connected. Thus, the graph is both 4-regular and 4-

connected. 

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents 

5 the broadcast channel. Each of the nine nodes A-1 represents a computer that is connected to 

the broadcast channel, and each of the edges represents an "edge" connection between two 

computers of the broadcast channel. The time it takes to broadcast a message to each 

computer on the broadcast channel depends on the speed of the connections between the 

computers and the number of connections between the originating computer and each other 

10 computer on the broadcast channel. The minimum number of connections that a message 

would need to traverse between each pair of computers is the "distance" between the 

computers (i.e., the shortest path between the two nodes of the graph). For example, the 

;,.f distance between computers A and F is one because computer A is directly connected to 

1:~~ computer F. The distance between computers A and B is two because there is no direct 

;i~5 connection between computers A and B, but computer F is directly connected to computer B. 

t~ ~ Thus, a message originating at computer A would be sent directly to computer F, and then 

~:~ ~ 

1:00 

1~:¥ 

~~: J 

sent from computer F to computer B. The maximum of the distances between the computers 

is the "diameter" of broadcast channel. The diameter of the broadcast channel represented 

by Figure 1 is two. That is, a message sent by any computer would traverse no more than 

two connections to reach every other computer. Figure 2 illustrates a graph representing 20 

computers connected to a broadcast channel. The diameter of this broadcast channel is 4. In 

particular, the shortest path between computers 1 and 3 contains four connections ( 1-12, 12-

15, 15-18, and 18-3). 

The broadcast technique includes ( 1) the connecting of computers to the 

25 broadcast channel (i.e., composing the graph), (2) the broadcasting of messages over the 

broadcast channel (i.e., broadcasting through the graph), and (3) the disconnecting of 

computers from the broadcast channel (i.e., decomposing the graph) composing the graph. 

Composing the Graph 

To connect to the broadcast channel, the computer seeking the connection flrst 

30 locates a computer that is currently fully connected to the broadcast channel and then 
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establishes a connection : ~ith four of the computers that ar~ already connected to the 

broadcast channel. (This assumes that there are at least four computers already connected to 

the broadcast channel. When there are fewer than five computers connected, the broadcast 

channel cannot be a 4-regular graph. In such a case, the broadcast channel is considered to 

5 be in a "small regime." The broadcast technique for the small regime is described below in 

detail. When five or more computers are connected, the broadcast channel is considered to 

be in the "large regime." This description assumes that the broadcast channel is in the large 

regime, unless specified otherwise.) Thus, the process of connecting to the broadcast 

channel includes locating the broadcast channel, identifying the neighbors for the connecting 

10 

~;:~ 

~:~ 1 

1)!5 
==~~ 

~t~ i 
-=~ 

.:~:. 

~:~ ; 

computer, and then connecting to each identified neighbor. Each computer is aware of one 

or more "portal computers" through which that computer may locate the broadcast channel. 

A seeking computer locates the broadcast channel by contacting the portal computers until it 

fmds one that is currently fully connected to the broadcast channeL The found portal 

computer then directs the identifying of four computers (i.e., to be the seeking computer's 

neighbors) to which the seeking computer is to connect. Each of these four computers then 

cooperates with the seeking computer to effect the connecting of the seeking computer to the 

broadcast channel. A computer that has started the process of locating a portal computer, but 

does not yet have a neighbor, is in the "seeking connection state." A computer that is 

connected to at least one neighbor, but not yet four neighbors, is in the "partially connected 

;~~ state.'' A computer that is currently, or has been, previously connected to four neighbors is 

;~:i in the "fully connected state." 

Since the broadcast channel is a 4-regular graph, each of the identified 

computers is already connected to four computers. Thus, some connections between 

computers need to be broken so that the seeking computer can connect to four computers. In 

25 one embodiment, the broadcast technique identifies two pairs of computers that are currently 

connected to each other. Each of these pairs of computers breaks the connection between 

them, and then each of the four computers (two from each pair) connects to the seeking 

computer. Figures 3A and 3B illustrate the process of a new computer Z connecting to the 

broadcast channel. Figure 3A illustrates the broadcast channel before computer Z is 

30 connected. The pairs of computers B and E and computers C and D are the two pairs that are 

identified as the neighbors for the new computer Z. The connections between each of these 

pairs is broken, and a connection between computer Z and each of computers B, C, D, and E 
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0012



(~ t~J 
is established as indicated by Figure 3B. The process of breaking the connection between 

two neighbors and reconnecting each of the former neighbors to another computer is referred 

to as "edge pinning" as the edge between two nodes may be considered to be stretched and 

pinned to a new node. 

5 Each computer connected to the broadcast channel allocates five 

communications ports for communicating with other computers. Four of the ports are 

referred to as "internal" ports because they are the ports through which the messages of the 

broadcast channels are sent. The connections between internal ports of neighbors are 

referred to as "internal" connections. Thus, the internal connections of the broadcast channel 

10 form the 4-regular and 4-connected graph. The fifth port is referred to as an "external" port 

because it is used for sending non-broadcast messages between two computers. Neighbors 

can send non-broadcast messages either through their internal ports of their connection or 

1~:j through their external ports. A seeking computer uses external ports when locating a portal 
=;~5 

:Jp 
~!~ § 

;~~~ 

=:~J" 

E=~j 

~~9 
~:~ ~ 

~::~ 

computer. 

In one embodiment, the broadcast technique establishes the computer 

connections using the TCP/IP communications protocol, which is a point-to-point protocol, 

as the underlying network. The TCP/IP protocol provides for reliable ·and ordered delivery 

of messages between computers. The TCPIIP protocol provides each computer with a "port 

space" that is shared among all the processes that may execute on that computer. The ports 

are identified by numbers from 0 to 65,535. The first 2056 ports are reserved for specific 

applications (e.g., port 80 for HTTP messages). The remainder of the ports are user ports 

that are available to any process. In one embodiment, a set of port numbers can be reserved 

for use by the computer connected to the broadcast channel. In an alternative embodiment, 

the port numbers used are dynamically identified by each computer. Each computer 

25 dynamically identifies an available port to be used as its call-in port. This call-in port is used 

to establish connections with the external port and the internal ports. Each computer that is 

connected to the broadcast channel can receive non-broadcast messages through its external 

port. A seeking computer tries "dialing" the port numbers of the portal computers until a 

portal computer "answers," a call on its call-in port. A portal computer answers when it is 

. 30 connected to or attempting to connect to the broadcast channel and its call-in port is dialed. 

(In this description, a telephone metaphor is used to describe the connections.) When a 

computer receives a call on its call-in port, it transfers the call to another port. Thus, the 
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seeking computer actually communicates through that transfer-to port, which is the external 

port. The call is transferred so that other computers can place calls to that computer via the 

call-in port. The seeking computer then communicates via that external port to request the 

portal computer to assist in connecting the seeking computer to the broadcast channel. The 

5 seeking computer could identify the call-in port number of a portal computer by successively 

dialing each port in port number order. As discussed below in detail, the broadcast technique 

uses a hashing algorithm to select the port number order, which may result in improved 

performance. 

A seeking computer could connect to the broadcast channel by connecting to 

10 computers either directly connected to the found portal computer or directly connected to one 

of its neighbors. A possible problem with such a scheme for identifying the neighbors for 

the seeking computer is that the diameter of the broadcast channel may increase when each 
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seeking computer uses the same found portal computer and establishes a connection to the 

broadcast channel directly through that found portal computer. Conceptually, the graph 

becomes elongated in the direction of where the new nodes are added. Figures 4A-4C 

illustrate that possible problem. Figure 4A illustrates the broadcast channel of Figure 1 with 

an added computer. Computer J was connected to the broadcast channel by edge pinning 

edges C-D and E-H to computer J. The diameter of this broadcast channel is still two. 

Figure 4B illustrates the broadcast channel of Figure 4A with an added computer. 

!10 Computer K was connected to the broadcast channel by edge pinning edges E-J and B-C to 
L-~ 

:~=c 
computer K. The diameter of this broadcast channel is three, because the shortest path from 

computer G to computer K is through edges G-A, A-E, and E-K. Figure 4C also illustrates 

the broadcast channel of Figure 4A with an added computer. Computer K was connected to 

the broadcast channel by edge pinning edges D-G and E-J to computer K. The diameter of 

25 this broadcast channel is, however, still two. Thus, the selection of neighbors impacts the 

diameter of the broadcast channel. To help minimize the diameter, the broadcast technique 

uses a random selection technique to identify the four neighbors of a computer in the seeking 

connection state. The random selection technique tends to distribute the connections to new 

seeking computers throughout the computers of the broadcast channel which may result in 

30 smaller overall diameters. 
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As described above, each computer that is connected to the broadcast channel 

can broadcast messages onto the broadcast channel and does receive all messages that are 

broadcast on the broadcast channel. The computer that originates a message to be broadcast 

5 sends that message to each of its four neighbors using the internal connections. When a 

computer receives a broadcast message from a neighbor, it sends the message to its three 

other neighbors. Each computer on the broadcast channel, except the originating computer, 

will thus receive· a copy of each broadcast message from each of its four neighbors. Each 

computer, however, only sends the first copy of the message that it receives to its neighbors 

10 and disregards subsequently received copies. Thus, the total number of copies of a message 

that is sent between the computers is 3N+ 1, where N is the number of computers connected 

to the broadcast channel. Each computer sends three copies of the message, except for the 
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25 

originating computer, which sends four copies of the message. 

The redundancy of the message sending helps to ensure the overall reliability 

of the broadcast channel. Since each computer has four connections to the broadcast 

channel, if one computer fails during the broadcast of a message, its neighbors have three 

other connections through which they will receive copies of the broadcast message. Also, if 

the internal connection between two computers is slow, each computer has three other 

connections through which it may receive a copy of each message sooner. 

Each computer that originates a message numbers its own messages 

sequentially. Because of the dynamic nature of the broadcast channel and because there are 

many possible connection paths between computers, the messages may be received out of 

order. For example, the distance between an originating computer and a certain receiving 

computer may be four. After sending the first message, the originating computer and 

receiving computer may become neighbors and thus the distance between them changes to 

one. The frrst message may have to travel a distance of four to reach the receiving computer. 

The second message only has to travel a distance of one. Thus, it is possible for the second 

message to reach the receiving computer before the first message. 

When the broadcast channel is in a steady state (i.e., no computers connecting 

30 or disconnecting from the broadcast channel), out-of-order messages are not a problem 

because each computer will eventually receive both messages and can queue messages until 

all earlier ordered messages are received. If, however, the broadcast channel is not in a 
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steady state, then problems can occur. In particular, a computer may connect to the 

broadcast channel after the second message has already been received and forwarded on by 

its new neighbors. When a new neighbor eventually receives the first message, it sends the 

message to the newly connected computer. Thus, the newly connected computer will receive 

5 the frrst message, but will not receive the second message. If the newly connected computer 

needs to process the messages in order, it would wait indefmitely for the second message. 

One solution to this problem is to have each computer queue all the messages 

that it receives until it can send them in their proper order to its neighbors. This solution, 

however, may tend to slow down the propagation of messages through the computers of the 

10 broadcast channel. Another solution that may have less impact on the propagation speed is 

to queue messages only at computers who are neighbors of the newly connected computers. 

Each already connected neighbor would forward messages as it receives them to its other 

,... neighbors who are not newly connected, but not to the newly connected neighbor. The 
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already connected neighbor would only forward messages from each originating computer to 

the newly connected computer when it can ensure that no gaps in the messages from that 

originating computer will occur. In one embodiment, the already connected neighbor may 

track the highest sequence number of the messages already received and forwarded on from 

each originating computer. The already connected computer will send only higher numbered 

messages from the originating computers to the newly connected computer. Once all lower 

numbered messages have been received from all originating computers, then the already 

connected computer can treat the newly connected computer as its other neighbors and 

simply forward each message as it is received. In another embodiment, each computer may 

queue messages and only forwards to the newly connected computer those messages as the 

gaps are filled in. For example, a computer might receive messages 4 and 5 and then receive 

25 message 3. In such a case, the already connected computer would forward queue messages 4 

and 5. When message 3 is fmally received, the already connected computer will send 

messages 3, 4, and 5 to the newly connected computer. If messages 4 and 5 were sent to the 

newly connected computer before message 3, then the newly connected computer would 

process messages 4 and 5 and disregard message 3. Because the already connected computer 

30 queues messages 4 and 5, the newly connected computer will be able to process message 3. 

It is possible that a newly connected computer will receive a set of messages from an 

originating computer through one neighbor and then receive another set of message from the 
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same originating computer through another neighbor. If the second set of messages contains 

a message that is ordered earlier than the messages of the first set received, then the newly 

connected computer may ignore that earlier ordered message if the computer already 

processed those later ordered messages. 

5 Decomposing the Graph 
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A connected computer disconnects from the broadcast channel either in a 

planned or unplanned manner. When a computer disconnects in a planned manner, it sends a 

disconnect message to each of its four neighbors. The disconnect message includes a list that 

identifies the four neighbors of the disconnecting computer. When a neighbor receives the 

disconnect message, it tries to connect to one of the computers on the list. In one 

embodiment, the frrst computer in the list will try to connect to the second computer in the 

list, and the third computer in the list will try to connect to the fourth computer in the list. If 

a computer cannot connect (e. g., the first and second computers are already connected), then 

the computers may try connecting in various other combinations. If connections cannot be 

established, each computer broadcasts a message that it needs to establish a connection with 

another computer. When a computer with an available internal port receives the message, it 

can then establish a connection with the computer that broadcast the message. Figures 5A-

5D illustrate the disconnecting of a computer from the broadcast channel Figure 5A 

illustrates the disconnecting of a computer from the broadcast channel in a planned manner. 

When computer H decides to disconnect, it sends its list of neighbors to each of its neighbors 

(computers A, E, F and I) and then disconnects from each of its neighbors. When 

computers A and I receive the message they establish a connection between them as 

indicated by the dashed line, and similarly for computers E and F. 

When a computer disconnects in an unplanned manner, such as resulting from 

25 a power failure, the neighbors connected to the disconnected computer recognize the 

disconnection when each attempts to send its next message to the now disconnected 

computer. Each former neighbor of the disconnected computer recognizes that it is short one 

connection (i.e., it has a hole or empty port). When a connected computer detects that one of 

its neighbors is now disconnected, it broadcasts a port connection request on the broadcast 

30 channel, which indicates that it has one internal port that needs a connection. The port 

connection request identifies the call-in port of the requesting computer. When a connected 
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computer that is also shoit a connection receives the connection request, it communicates 

with the requesting computer through its external port to establish a connection between the 

two computers. Figure 5a illustrates the disconnecting of a computer from the broadcast 

channel in an unplanned manner. In this illustration, computer H has disconnected in an 

5 unplanned manner. When each of its neighbors, computers A, E, F, and I, recognizes the 

disconnection, each neighbor broadcasts a port connection request indicating that it needs to 

fill an empty port. As shown by the dashed lines, computers F and I and computers A and E 

respond to each other's requests and establish a connection. 

It is possible that a planned or unplanned disconnection may result in two 

10 neighbors each having an empty internal port. In such a case, since they are neighbors, they 

are already connected and cannot fill their empty ports by connecting to each other. Such a 

condition is referred to as the "neighbors with empty ports" condition. Each neighbor 
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broadcasts a port connection request when it detects that it has an empty port as described 

above. When a neighbor receives the port connection request from the other neighbor, it will 

recognize the condition that its neighbor also has an empty port. Such a condition may also 

occur when the broadcast channel is in the small regime. The condition can only be 

corrected when in the large regime. When in the small regime, each computer will have less 

than four neighbors. To detect this condition in the large regime, which would be a problem 

if not repaired, the frrst neighbor to receive the port connection request recognizes the 

condition and sends a condition check message to the other neighbor. The condition check 

message includes a list of the neighbors of the sending computer. When the receiving 

computer receives the list, it compares the list to its own list of neighbors. If the lists are 

different, then this condition has occurred in the large regime and repair is needed. To repair 

this condition, the receiving computer will send a condition repair request to one of the 

25 neighbors of the sending computer which is not already a neighbor of the receiving 

computer. When the computer receives the condition repair request, it disconnects from one 

of its neighbors (other than the neighbor that is involved with the condition) and connects to 

the computer that sent the condition repair request. Thus, one of the original neighbors 

involved in the condition will have had a port filled. However, two computers are still in 

30 need of a connection, the other original neighbor and the computer that is now disconnected 

from the computer that received the condition repair request. Those two computers send out 

port connection requests. If those two computers are not neighbors, then they will connect to 
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each other when they receiVe the requests. If, however, the ~~~ computers are neighbors, 

then they repeat the condition repair process until two non-neighbors are in need of 

connections. 

It is possible that the two original neighbors with the condition may have the 

5 same set of neighbors. When the neighbor that receives the condition check message 

determines that the sets of neighbors are the same, it sends a condition double check message 

to one of its neighbors other than the neighbor who also has the condition. When the 

computer receives the condition double check message, it determines whether it has the same 

set of neighbors as the sending computer. If so, the broadcast channel is in the small regime 

10 and the condition is not a problem. If the set of neighbors are different, then the computer 

that received the condition double check message sends a condition check message to the 

original neighbors with the condition. The computer that receives that condition check 
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message directs one of it neighbors to connect to one of the original neighbors with the 

condition by sending a condition repair message. Thus, one of the original neighbors with 

the condition will have its port filled. 

Figure 5C illustrates the neighbors with empty ports condition. In this 

illustration, computer H disconnected in an unplanned manner, but computers F and I 

responded to the port connection request of the other and are now connected together. The 

other former neighbors of computer H, computers A and E, are already neighbors, which 

120 gives rise to the neighbors with empty ports condition. In this example, computer E received 

~::~ 
the port connection request from computer A, recognized the possible condition, and sent 

(since they are neighbors via the internal connection) a condition check message with a list 

of its neighbors to computer A. When computer A received the list, it recognized that 

computer E has a different set of neighbor (i.e., the broadcast channel is in the large regime). 

25 Computer A selected computer D, which is a neighbor of computer E and sent it a condition 

repair request. When computer D received the condition repair request, it disconnected from 

one of its neighbors (other than computer E), which is computer G in this example. 

Computer D then connected to computer A. Figure 5D illustrates two computers that are not 

neighbors who now have empty ports. Computers E and G now have empty ports and are 

30 not currently neighbors. Therefore, computers E and G can connect to each other. 

Figures 5E and 5F further illustrate the neighbors with empty ports condition. 

Figure 5E illustrates the neighbors with empty ports condition in the small regime. In this 

[03004-8001/SL003728.268] -15- 7/31100 

0019



~- ~ ~-~- --- ---~- ----~-------- --- --- ~-----------------

~ ~ c.-_JI Cf?J 
example, if computer E disconnected in an unplanned manner, then each computer 

broadcasts a port connection request when it detects the disconnect. When computer A 

receives the port connection request form computer B, it detects the neighbors with empty 

ports condition and sends a condition check message to computer B. Computer B recognizes 

5 that it has the same set of neighbors (computer C and D) as computer A and then sends a 

condition double check message to computer C. Computer C recognizes that the broadcast 

channel is in the small regime because is also has the same set of neighbors as computers A 

and B, computer C may then broadcast a message indicating that the broadcast channel is in 

the small regime. 
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Figure 5F illustrates the situation of Figure 5E when in the large regime. As 

discussed above, computer C receives the condition double check message from computer B. 

In this case, computer C recognizes that the broadcast channel is in the large regime because 

it has a set of neighbors that is different from computer B. The edges extending up from 

computer C and D indicate connections to other computers. Computer C then sends a 

condition check message to computer B. When computer B receives the condition check 

message, it sends a condition repair message to one of the neighbors of computer C. The 

computer that receives the condition repair message disconnects from one of its neighbors, 

other than computer C, and tries to connect to computer Band the neighbor from which it 

disconnected tries to connect to computer A. 

Port Selection 

As described above, the TCPIIP protocol designates ports above number 2056 

as user ports. The broadcast technique uses five user port numbers on each computer: one 

external port and four internal ports. Generally, user ports cannot be statically allocated to 

an application program because other applications programs executing on the same computer 

25 may use conflicting port numbers. As a result, in one embodiment, the computers connected 

to the broadcast channel dynamically allocate their port numbers. Each computer could 

simply try to locate the lowest number unused port on that computer and use that port as the 

call-in port. A seeking computer, however, does not know in advance the call-in port 

number of the portal computers when the port numbers are dynamically allocated. Thus, a 

30 seeking computer needs to dial ports of a portal computer starting with the lowest port 

number when locating the call-in port of a portal computer. If the portal computer is 
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connected to (or attempting to connect to) the broadcast channel, then the seeking computer 

would eventually fmd the call-in port. If the portal computer is not connected, then the 

seeking computer would eventually dial every user port. In addition, if each application 

program on a computer tried to allocate low-ordered port numbers, then a portal computer 

5 may end up with a high-numbered port for its call-in port because many of the low-ordered 

port numbers would be used by other application programs. Since the dialing of a port is a 

relatively slow process, it would take the seeking computer a long time to locate the call-in 

port of a portal computer. To minimize this time, the broadcast technique uses a port 

ordering algorithm to identify the port number order that a portal computer should use when 

10 fmding an available port for its call-in port. In one embodiment, the broadcast technique 

uses a hashing algorithm to identify the port order. The algorithm preferably distributes the 

ordering of the port numbers randomly through out the user port number space and only 
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selects each port number once. In addition, every time the algorithm is executed on any 

computer for a given channel type and channel instance, it generates the same port ordering. 

As described below, it is possible for a computer to be connected to multiple broadcast 

channels that are uniquely identified by channel type and channel instance. The algorithm 

may be "seeded" with channel type and channel instance in order to generate a unique 

ordering of port numbers for each broadcast channel. Thus, a seeking computer will dial the 

ports of a portal computer in the same order as the portal computer used when allocating its 

call-in port. 

If many computers are at the same time seeking connection to a broadcast 

channel through a single portal computer, then the ports of the portal computer may be busy 

when called by seeking computers. The seeking computers would typically need to keep on 

redialing a busy port. The process of locating a call-in port may be significantly slowed by 

25 such redialing. In one embodiment, each seeking computer may each reorder the frrst few 

port numbers generated by the hashing algorithm. For example, each seeking computer 

could randomly reorder the frrst eight port numbers generated by the hashing algorithm. The 

random ordering could also be weighted where the first port number generated by the 

hashing algorithm would have a 50% chance of being frrst in the reordering, the second port 

30 number would have a 25% chance of being frrst in the reordering, and so on. Because the 

seeking computers would use different orderings, the likelihood of fmding a busy port is 

reduced. For example, if the frrst eight port numbers are randomly selected, then it is 
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possible that eight seekllg computers could be simultaneously dialing ports in different 

sequences which would reduce the chances of dialing a busy port. 

Locating a Portal Computer 

Each computer that can connect to the broadcast channel has a list of one or 

5 more portal computers through which it can connect to the broadcast channel. In one 

embodiment, each computer has the same set of portal computers. A seeking computer 

locates a portal computer that is connected to the broadcast channel by successively dialing 

the ports of each portal computer in the order specified by an algorithm. A seeking computer 

could select the frrst portal computer and then dial all its ports until a call-in port of a 

10 computer that is fully connected to the broadcast channel is found. If no call-in port is 

found, then the seeking computer would select the next portal computer and repeat the 

process until a portal computer with such a call-in port is found. A problem with such a 

~ ~ ~ 

seeking technique is that all user ports of each portal computer are dialed until a portal 

computer fully connected to the broadcast channel is found. In an alternate embodiment, the 

•Js seeking computer selects a port number according to the algorithm and then dials each portal 
L~ ~ 

:~:: ~ 

~~ 
·;.::-::-

25 

computer at that port number. If no acceptable call-in port to the broadcast channel is found, 

then the seeking computer selects the next port number and repeats the process. Since the 

call-in ports are likely allocated at lower-ordered port numbers, the seeking computer first 

dials the port numbers that are most likely to be call-in ports of the broadcast channel. The 

seeking computers may have a maximum search depth, that is the number of ports that it will 

dial when seeking a portal computer that is fully connected. If the seeking computer 

exhausts its search depth, then either the broadcast channel has not yet been established or, if 

the seeking computer is also a portal computer, it can then establish the broadcast channel 

with itself as the frrst fully connected computer. 

When a seeking computer locates a portal computer that is itself not fully 

connected, the two computers do not connect when they first locate each other because the 

broadcast channel may already be established and accessible through a higher-ordered port 

number on another portal computer. If the two seeking computers were to connect to each 

other, then two disjoint broadcast channels would be formed. Each seeking computer can 

30 share its experience in trying to locate a portal computer with the other seeking computer. In 

particular, if one seeking computer has searched all the portal computers to a depth of eight, 
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then the one seeking computer can share that it has searched to a depth of eight with another 

seeking computer. If that other seeking computer has searched to a depth of, for example, 

only four, it can skip searching through depths five through eight and that other seeking 

computer can advance its searching to a depth of nine. 

5 In one embodiment, each computer may have a different set of portal 

computers and a different maximum search depth. In such a situation, it may be possible that 

two disjoint broadcast channels are formed because a seeking computer cannot locate a fully 

connected port computer at a higher depth. Similarly, if the set of portal computers are 

disjoint, then two separate broadcast channels would be formed. 

10 Identifying Neighbors for a Seeking Computer 
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As described above, the neighbors of a newly connecting computer are 

preferably selected randomly from the set of currently connected computers. One advantage 

of the broadcast channel, however, is that no computer has global knowledge of the 

broadcast channel. Rather, each computer has local knowledge of itself and its neighbors . 

This limited local knowledge has the advantage that all the connected computers are peers 

(as far as the broadcasting is concerned) and the failure of any one computer (actually any 

three computers when in the 4-regular and 4-connect form) will not cause the broadcast 

channel to fail. This local knowledge makes it difficult for a portal computer to randomly 

select four neighbors for a seeking computer. 

To select the four computers, a portal computer sends an edge connection 

request message through one of its internal connections that is randomly selected. The 

receiving computer again sends the edge connection request message through one of its 

internal connections that is randomly selected. This sending of the message corresponds to a 

random walk through the graph that represents the broadcast channel. Eventually, a 

25 receiving computer will decide that the message has traveled far enough to represent a 

randomly selected computer. That receiving computer will offer the internal connection 

upon which it received the edge connection request message to the seeking computer for 

edge pinning. Of course, if either of the computers at the end of the offered internal 

connection are already neighbors of the seeking computer, then the seeking computer cannot 

30 connect through that internal connection. The computer that decided that the message has 
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traveled far enough will detect this condition of already being a neighbor and send the 

message to a randomly selected neighbor. 

In one embodiment, the distance that the edge connection request message 

travels is established by the portal computer to be approximately twice the estimated 

5 diameter of the broadcast channel. The message includes an indication of the distance that it 

is to travel. Each receiving computer decrements that distance to travel before sending the 

message on. The computer that receives a message with a distance to travel that is zero is 

considered to be the randomly selected computer. If that randomly selected computer cannot 

connect to the seeking computer (e.g., because it is already connected to it), then that 

10 randomly selected computer forwards the edge connection request to one of its neighbors 

with a new distance to travel. In one embodiment, the forwarding computer toggles the new 

distance to travel between zero and one to help prevent two computers from sending the 

message back and forth between each other. 
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Because of the local nature of the information maintained by each computer 

connected to the broadcast channel, the computers need not generally be aware of the 

diameter of the broadcast channel. In one embodiment, each message sent through the 

broadcast channel has a distance traveled field. Each computer that forwards a message 

increments the distance traveled field. Each computer also maintains an estimated diameter 

of the broadcast channel. When a computer receives a message that has traveled a distance 

that indicates that the estimated diameter is too small, it updates its estimated diameter and 

broadcasts an estimated diameter message. When a computer receives an estimated diameter 

message that indicates a diameter that is larger than its own estimated diameter, it updates its 

own estimated diameter. This estimated diameter is used to establish the distance that an 

edge connection request message should travel. 

25 External Data Representation 

The computers connected to the broadcast channel may internally store their 

data in different formats. For example, one computer may use 32-bit integers, and another 

computer may use 64-bit integers. As another example, one computer may use ASCII to 

represent text and another computer may use Unicode. To allow communications between 

30 heterogeneous computers, the messages sent over the broadcast channel may use the XDR 

("eXternal Data Representation") format. 
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The underlying peer-to-peer communications protocol may send multiple 

messages in a single message stream. The traditional technique for retrieving messages from 

a stream has been to repeatedly invoke an operating system routine to retrieve the next 

message in the stream. The retrieval of each message may require two calls to the operating 

5 system: one to retrieve the size of the next message and the other to retrieve the number of 

bytes indicated by the retrieved size. Such calls to the operating system can, however, be 

very slow in comparison to the invocations of local routines. To overcome the inefficiencies 

of such repeated calls, the broadcast technique in one embodiment, uses XDR to identify the 

message boundaries in a stream of messages. The broadcast technique may request the 

10 operating system to provide the next, for example, 1,024 bytes from the stream. The 

broadcast technique can then repeatedly invoke the XDR routines to retrieve the messages 

and use the success or failure of each invocation to determine whether another block of 1,024 

bytes needs to be retrieved from the operating system. The invocation of XDR routines do 
=:.~J 

;J} 

~:~ ~ 

;==~ 

~26 

not involve system calls and are thus more efficient than repeated system calls. 

M-Regular 

In the embodiment described above, each fully connected computer has four 

internal connections. The broadcast technique can be used with other numbers of internal 

connections. For example, each computer could have 6, 8, or any even number of internal 

connections. As the number of internal connections increase, the diameter of the broadcast 

channel tends to decrease, and thus propagation time for a message tends to decrease. The 

time that it takes to connect a seeking computer to the broadcast channel may, however, 

increase as the number of internal connections increases. When the number of internal 

connectors is even, then the broadcast channel can be maintained as m -regular and 

m-connected (in the steady state). If the number of internal connections is odd, then when 

25 the broadcast channel has an odd number of computers connected, one of the computers will 

have less than that odd number of internal connections. In such a situation, the broadcast 

network is neither m-regular nor m-connected. When the next computer connects to the 

broadcast channel, it can again become m-regular and m-connected. Thus, with an odd 

number of internal connections, the broadcast channel toggles between being and not being 

30 m-regular and m-connected~ 
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Figure 6 is a block diagram illustrating components of a computer that is 

connected to a broadcast channel. The above description generally assumed that there was 

only one broadcast channel and that each computer had only one connection to that broadcast 

5 channel. More generally, a network of computers may have multiple broadcast channels, 

each computer may be connected to more than one broadcast channel, and each computer 

can have multiple connections to the same broadcast channel. The broadcast channel is well 

suited for computer processes (e.g., application programs) that execute collaboratively, such 

as network meeting programs. Each computer process can connect to one or more broadcast 

10 channels. The broadcast channels can be identified by channel type (e.g., application 

program name) and channel instance that represents separate broadcast channels for that 

channel type. When a process attempts to connect to a broadcast channel, it seeks a process 
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currently connected to that broadcast channel that is executing on a portal computer. The 

seeking process identifies the broadcast channel by channel type and channel instance. 

Computer 600 includes multiple application programs 601 executing as 

separate processes. Each application program interfaces with a broadcaster component 602 

for each broadcast channel to which it is connected. The broadcaster component may be 

implement as an object that is instantiated within the process space of the application 

program. Alternatively, the broadcaster component may execute as a separate process or 

thread from the application program. In one embodiment, the broadcaster component 

provides functions (e.g., methods of class) that can be invoked by the application programs. 

The primary functions provided may include a connect function that an application program 

invokes passing an indication of the broadcast channel to which the application program 

wants to connect. The application program may provide a callback routine that the 

25 broadcaster component invokes to notify the application program that the connection has 

been completed, that is the process enters the fully connected state. The broadcaster 

component may also provide an acquire message function that the application program can 

invoke to retrieve the next message that is broadcast on the broadcast channel. Alternatively, 

the application program may provide a callback routine (which may be a virtual function 
-

30 provided by the application program) that the broadcaster component invokes to notify the 

application program that a broadcast message has been received. Each broadcaster 

component allocates a call-in port using the hashing algorithm. When calls are answered at 
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the call-in port, they are transferred to other ports that serve as the external and internal 

ports. 

The computers connecting to the broadcast channel may include a central 

processing unit, memoty, input devices (e.g., keyboard and pointing device), output devices 

5 (e.g., display devices), and storage devices (e.g., disk drives). The memory and storage 

devices are computer-readable medium that may contain computer instructions that 

implement the broadcaster component In addition, the data structures and message 

structures may be stored or transmitted via a signal transmitted on a computer-readable 

media, such as a communications link. 

10 Figure 7 is a block diagram illustrating the sub;.components of the broadcaster 
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component in one embodiment. The broadcaster component includes a connect component 

701, an external dispatcher 702, an internal dispatcher 703 for each internal connection, an 

acquire message component 704 and a broadcast component 712. The application program 

may provide a connect callback component 710 and a receive response component 711 that 

are invoked by the broadcaster component. The application program invokes the connect 

component to establish a connection to a designated broadcast channel. The connect 

component identifies the external port and installs the external dispatcher for handling 

messages that are received on the external port. The connect component invokes the seek 

portal computer component 705 to identify a portal computer that is connected to the 

broadcast channel and invokes the connect request component 706 to ask the portal computer 

(if fully connected) to select neighbor processes for the newly connecting process. The 

external dispatcher receives external messages, identifies the type of message, and invokes 

the appropriate handling routine 707. The internal dispatcher receives the internal messages, 

identifies the type of message, and invokes the appropriate handling routine 708. The 

25 received broadcast messages are stored in the broadcast message queue 709. The acquire 

message component is invoked to retrieve messages from the broadcast queue. The 

broadcast component is invoked by the application program to broadcast messages in the 

broadcast channel. 

The following tables list messages sent by the broadcaster components. 
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Message Type 

seeking_ connection_ call 

connection _request_ call 

edge _proposal_ call 

port_ connection_ call 

connected stmt 

condition_ repair_ stmt 

/)-=,:.;_. 
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EXTERNAL MESSAGES 

Description 
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Indicates that a seeking process would like to know whether the 
receiving process is fully connected to the broadcast channel 

Indicates that the sending process would like the receiving 
process to initiate a connection of the sending process to the 
broadcast channel 

Indicates that the sending process is proposing an edge through 
which the receiving process can connect to the broadcast 
channel (i.e., edge pinning) 

Indicates that the sending process is proposing a port through 
which the receiving process can connect to the broadcast 
channel 

Indicates that the sending process is connected to the broadcast 
channel 

Indicates that the receiving process should disconnect from one 
of its neighbors and connect to one of the processes involved in 
the neighbors with empty port condition 

i 

-- --- ------

INTERNAL MESSAGES 

Message Type Description 

broadcast stmt Indicates a message that is being broadcast through the 
broadcast channel for the application programs 

connection _port_search_ stmt Indicates that the designated process is looking for a port 
through which it can connect to the broadcast channel 

connection_ edge_ search_ call Indicates that the requesting process is looking for an edge 
through which it can connect to the broadcast channel 

connection_ edge_ search _resp Indicates whether the edge between this process and the 
sending neighbor has been accepted by the requesting 
party 

diameter estimate stmt Indicates an estimated diameter of the broadcast channel - -
diameter reset stmt Indicates to reset the estimated diameter to indicated - -

diameter 

disconnect stmt Indicates that the sending neighbor is disconnecting from 
the broadcast channel 

condition check stmt Indicates that neighbors with empty port condition have - -
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been detected 

condition double check stmt Indicates that the neighbors with empty ports have the - - -
same set of neighbors 

shutdown stmt Indicates that the broadcast channel is being shutdown 
- -----

Flow Diagrams 

Figures 8-34 are flow diagrams illustrating the processing of the broadcaster 

component in one embodiment. Figure 8 is a flow diagram illustrating the processing of the 

5 connect routine in one embodiment. This routine is passed a channel type (e.g., application 

name) and channel instance (e.g., session identifier), that identifies the broadcast channel to 

which this process wants to connect. The routine is also passed auxiliary information that 

includes the list of portal computers and a connection callback routine. When the connection 

is established, the connection callback routine is invoked to notify the application program. 
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When this process invokes this routine, it is in the seeking connection state. When a portal 

computer is located that is connected and this routine connects to at least one neighbor, this 

process enters the partially connected state, and when the process eventually connects to four 

neighbors, it enters the fully connected state. When in the small regime, a fully connected 

process may have less than four neighbors. In block 801, the routine opens the call-in port 

through which the process is to communicate with other processes when establishing external 

and internal connections. The port is selected as the frrst available port using the hashing 

algorithm described above. In block 802, the routine sets the connect time to the current 

time. The connect time is used to identify the instance of the process that is connected 

through this external port. One process may connect to a broadcast channel of a certain 

20 channel type and channel instance using one call-in port and then disconnects, and another 

process may then connect to that same broadcast channel using the same call-in port. Before' 

the other process becomes fully connected, another process may try to communicate with it 

thinking it is the fully connected old process. In such a case, the connect time can be used to 

identify this situation. In block 803, the routine invokes the seek portal computer routine 

25 passing the channel type and channel instance. The seek portal computer routine attempts to 

locate a portal computer through which this process can connect to the broadcast channel for 

the passed type and instance. In decision block 804, if the seek portal computer routine is 
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successful in locating a jfully connected process on that portal computer, then the routine 

continues at block 805, else the routine returns an Wisuccessful indication. In decision block 

" .. , 805, if no portal computer other than the portal computer on which the process is executing 

was located, then this is the frrst process to fully connect to broadcast channel and the 

5 routine continues at block 806, else the routine continues at block 808. In block 806, the 

routine invokes the achieve connection routine to change the state of this process to fully 

connected. In block 807, the routine installs the external dispatcher for processing messages 

received through this process' external port for the passed channel type and channel instance. 

When a message is received through that external port, the external dispatcher is invoked. 

10 The routine then returns. In block 808, the routine installs an external dispatcher. In block 

809, the routine invokes the connect request routine to initiate the process of identifying 

neighbors for the seeking computer. The routine then returns. 
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Figure 9 is a flow diagram illustrating the processing of the seek portal 

computer routine in one embodiment. This routine is passed the channel type and channel 

instance of the broadcast channel to which this process wishes to connect. This routine, for 

each search depth (e.g., port number), checks the portal computers at that search depth. If a 

portal computer is located at that search depth with a process that is fully connected to the 

broadcast channel, then the routine returns an indication of success. In blocks 902-911, the 

routine loops selecting each search depth until a process is located. In block 902, the routine 

selects the next search depth using a port number ordering algorithm. In decision block 903, 

if all the search depths have already been selected during this execution of the loop, that is 

for the currently selected depth, then the routine returns a failure indication, else the routine 

continues at block 904. In blocks 904-911, the routine loops selecting each portal computer 

and determining whether a process of that portal computer is connected to (or attempting to 

25 connect to) the broadcast channel with the passed channel type and channel instance. In 

block 904, the routine selects the next portal computer. In decision block 905, if all the 

portal computers have already been selected, then the routine loops to block 902 to select the 

next search depth, else the routine continues at block 906. In block 906, the routine dials the 

selected portal computer through the port represented by the search depth. In decision block 

30 907, if the dialing was successful, then the routine continues at block 908, else the routine 

loops to block 904 to select the next portal computer. The dialing will be successful if the 

dialed port is the call-in port of the broadcast channel of the passed channel type and channel 
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instance of a process ex~cuting on that portal computer. In block 908, the routine invokes a 

contact process routine, which contacts the answering process of the portal computer through 

the dialed port and determines whether that process is fully connected to the broadcast 

channel. In block 909, the routine hangs up on the selected portal computer. In decision 

5 block 910, if the answering process is fully connected to the broadcast channel, then the 

routine returns a success indicator, else the routine continues at block 911. In block 911, the 

routine invokes the check for external call routine to determine whether an external call has 

been made to this process as a portal computer and processes that call. The routine then 

loops to block 904 to select the next portal computer. 
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Figure 10 is a flow diagram illustrating the processing of the contact process 

routine in one embodiment. This routine determines whether the process of the selected 

portal computer that answered the call-in to the selected port is fully connected to the 

broadcast channel. In block 1001, the routine sends an external message {i.e., 

seeking_ connection_ call) to the answering process indicating that a seeking process wants to 

know whether the answering process is fully connected to the broadcast channel. In block 

1002, the routine receives the external response message from the answering process. In 

decision block 1003, if the external response message is successfully received (i.e., 

seeking_ connection _resp ), then the routine continues at block 1004, else the routine returns. 

Wherever the broadcast component requests to receive an external message, it sets a time out 

period. If the external message is not received within that time out period, the broadcaster 

component checks its own call-in port to see if another process is calling it. In particular, the 

dialed process may be calling the dialing process, which may result in a deadlock situation. 

The broadcaster component may repeat the receive request several times. If the expected 

message is not received, then the broadcaster component handles the error as appropriate. In 

25 decision block 1004, if the answering process indicates in its response message that it is fully 

connected to the broadcast channel, then the routine continues at block 1005, else the routine 

continues at block 1006. In block 1005, the routine adds the selected portal computer to a 

list of connected portal computers and then returns. In block 1006, the routine adds the 

answering process to a list of fellow seeking processes and then returns. 

30 Figure 11 is a flow diagram illustrating the processing of the connect request 

routine in one embodiment. This routine requests a process of a portal computer that was 

identified as being fully connected to the broadcast channel to initiate the connection of this 
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process to the broadcast.'channel. In decision block 1101, if at least one process of a portal 

computer was located that is fully connected to the broadcast channel, then the routine 

continues at block 1103, else the routine continues at block 1102. A process of the portal 

computer may no longer be in the list if it recently disconnected from the broadcast channel. 

5 In one embodiment, a seeking computer may always search its entire search depth and fmd 

multiple portal computers through which it can connect to the broadcast channel. In block 

1102, the routine restarts the process of connecting to the broadcast channel and returns. In 

block 1103, the routine dials the process of one of the found portal computers through the 

call-in port. In decision block 1104, if the dialing is successful, then the routine continues at 

10 block 1105, else the routine continues at block 1113. The dialing may be unsuccessful if, for 

example, the dialed process recently disconnected from the broadcast channel. In block 

1105, the routine sends an external message to the dialed process requesting a connection to 
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the broadcast channel (i.e., connection _request_ call). In block 1106, the routine receives the 

response message (i.e., connection_request_resp). In decision block 1107, if the response 

message is successfully received, then the routine continues at block 1108, else the routine 

continues at block 1113. In block 1108, the routine sets the expected number of holes (i.e., 

empty internal connections) for this process based on the received response. When in the 

large regime, the expected number of holes is zero. When in the small regime, the expected 

number of holes varies from one to three. In block 1109, the routine sets the estimated 

diameter of the broadcast channel based on the received response. In decision block 1111, if 

___ the dialed process is ready to connect to this process as indicated by the response message, 

then the routine continues at block 1112, else the routine continues at block 1113. In block 

1112, the routine invokes the add neighbor routine to add the answering process as a 

neighbor to this process. This adding of the answering process typically occurs when the 

25 broadcast channel is in the small regime. When in the large regime, the random walk search 

for a neighbor is performed. In block 1113, the routine hangs up the external connection 

with the answering process computer and then returns. 

Figure 12 is a flow diagram of the processing of the check for external call 

routine in one embodiment. This routine is invoked to identify whether a fellow seeking 

30 process is attempting to establish a connection to the broadcast channel through this process. 

In block 1201, the routine attempts to answer a call on the call-in port. In decision block 

1202, if the answer is successful, then the routine continues at block 1203, else the routine 
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returns. In block 1203, the routine receives the external message from the external port. In 

decision block 1204, if the type of the message indicates that a seeking process is calling 

(i.e., seeking_ connection_ call), then the routine continues at block 1205, else the routine 

returns. In block 1205, the routine sends an external message (i.e., seeking_ connection_resp) 

5 to the other seeking process indicating that this process is also is seeking a connection. In 

decision block 1206, if the sending of the external message is successful, then the routine 

continues at block 1207, else the routine returns. In block 1207, the routine adds the other 

seeking process to a list of fellow seeking processes and then returns. This list may be used 

if this process can fmd no process that is fully connected to the broadcast channel. In which 
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case, this process may check to see if any fellow seeking process were successful in 

connecting to the broadcast channel. For example, a fellow seeking process may become the 

frrst process fully connected to the broadcast channel. 

Figure 13 is a flow diagram of the processing of the achieve connection routine 

in one embodiment. This routine sets the state of this process to fully connected to the 

broadcast channel and invokes a callback routine to notify the application program that the 

process is now fully connected to the requested broadcast channel. In block 1301, the 

routine sets the connection state of this process to fully connected. In block 1302, the 

routine notifies fellow seeking processes that it is fully connected by sending a connected 

external message to them (i.e., connected_stmt). In block 1303, the routine invokes the 

connect callback routine to notify the application program and then returns. 

Figure 14 is a flow diagram illustrating the processing of the external 

dispatcher routine in one embodiment This routine is invoked when the external port 

receives a message. This routine retrieves the message, identifies the external message type, 

and invokes the appropriate routine to handle that message. This routine loops processing 

25 each message until all the received messages have been handled. In block 1401, the routine 

answers (e.g., picks up) the external port and retrieves an external message. In decision 

block 1402, if a message was retrieved, then the routine continues at block 1403, else the 

routine hangs up on the external port in block 1415 and returns. In decision block 1403, if 

the message type is for a process seeking a connection (i.e., seeking_ connection_ call), then 

30 the routine invokes the handle seeking connection call routine in block 1404, else the routine 

continues at block 1405. In decision block 1405, if the message type is for a connection 

request call (i.e., connection_request_call), then the routine invokes the handle connection 
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request call routine in block 1406, else the routine continue~,- at block 1407. In decision 

block 1407, if the message type is edge proposal call {i.e., edge__proposal_call), then the 

routine invokes the handle edge proposal call routine in block 1408, else the routine 

continues at block 1409. In decision block 1409, if the message type is port connect call 

5 (i.e., port_connect_call), then the routine invokes the handle port connection call routine in 

block 1410, else the routine continues at block 1411. In decision block 1411, if the message 

type is a connected statement {i.e., connected_stmt), the· routine invokes the handle 

connected statement in block 1112, else the routine continues at block 1212. In decision 

block 1412, if the message type is a condition repair statement (i.e., condition_repair_stmt), 
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then the routine invokes the handle condition repair routine in block 1413, else the routine 

loops to block 1414 to process the next message. After each handling routine is invoked, the 

routine loops to block 1414. In block 1414, the routine hangs up on the external port and 

continues at block 1401 to receive the next message. 

Figure 15 is a flow diagram illustrating the processing of the handle seeking 

connection call routine in one embodiment. This routine is invoked when a seeking process 

is calling to identify a portal computer through which it can connect to the broadcast channel. 

In decision block 1501, if this process is currently fully connected to the broadcast channel 

identified in the message, then the routine continues at block 1502, else the routine continues 

at block 1503. In block 1502, the routine sets a message to indicate that this process is fully 

connected to the broadcast channel and continues at block 1505. In block 1503, the routine 

sets a message to indicate that this process is not fully connected. In block 1504, the routine 

adds the identification of the seeking process to a list of fellow seeking processes. If this 

process is not fully connected, then it is attempting to connect to the broadcast channel. In 

block 1505, the routine sends the external message response (i.e., seeking_connection_resp) 

25 to the seeking process and then returns. 

Figure 16 is a flow diagram illustrating processing of the handle connection 

request call routine in one embodiment. This routine is invoked when the calling process 

wants this process to initiate the connection of the process to the broadcast channel. This 

routine either allows the calling process to establish an internal connection with this process 

30 (e.g., if in the small regime) or starts the process of identifying a process to which the calling 

process can connect. In decision block 1601, if this process is currently fully connected to 

the broadcast channel, then the routine continues at block 1603, else the routine hangs up on 
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the external port in block 1602 and returns. In block 1603, the routine sets the number of 

holes that the calling process should expect in the response message. In block 1604, the 

routine sets the estimated diameter in the response message. In block 1605, the routine 

indicates whether this process is ready to connect to the calling process. This process is 

5 ready to connect when the number of its holes is greater than zero and the calling process is 

not a neighbor of this process. In block 1606, the routine sends to the calling process an 

external message that is responsive to the connection request call (i.e., 

connection_request_resp). In block 1607, the routine notes the number of holes that the 

calling process needs to fill as indicated in the request message. In decision block 1608, if 

10 this process is ready to connect to the calling process, then the routine continues at block 

1609, else the routine continues at block 1611. In block 1609, the routine invokes the add 

neighbor routine to add the calling process as a neighbor. In block 1610, the routine 
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decrements the number of holes that the calling process needs to fill and continues at block 

1611. In block 1611, the routine hangs up on the external port. In decision block 1612, if 

this process has no holes or the estimated diameter is greater than one (i.e., in the large 

regime), then the routine continues at block 1613, else the routine continues at block 1616. 

In blocks 1613-1615, the routine loops forwarding a request for an edge through which to 

connect to the calling process to the broadcast channel. One request is forwarded for each 

pair of holes of the calling process that needs to be filled. In decision block 1613, if the 

number of holes of the calling process to be filled is greater than or equal to two, then the 

routine continues at block 1614, else the routine continues at block 1616. In block 1614, the 

routine invokes the forward connection edge search routine. The invoked routine is passed 

to an indication of the calling process and the random walk distance. In one embodiment, the 

distance is twice in the estimated diameter of the broadcast channel. In block 1614, the 

routine decrements the holes left to fill by two and loops to block 1613. In decision block 

1616, if there is still a hole to fill, then the routine continues at block 1617, else the routine 

returns. In block 1617, the routine invokes the fill hole routine passing the identification of 

the calling process. The fill hole routine broadcasts a connection port search statement (i.e., 

connection _port_ search_ stmt) for a hole of a connected process through which the calling 

30 process can connect to the broadcast channel. The routine then returns. 

Figure 17 is a flow diagram illustrating the processing of the add neighbor 

routine in one embodiment. This routine adds the process calling on the external port as a 
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neighbor to this process. In block 1701, the routine identifies the calling process on the 

external port. In block 1702, the routine sets a flag to indicate that the neighbor has not yet 

received the broadcast messages from this process. This flag is used to ensure that there are 

no gaps in the messages initially sent to the new neighbor. The external port becomes the 

5 internal port for this connection. In decision block 1703, if this process is in the seeking 

connection state, then this process is connecting to its frrst neighbor and the routine 

continues at block 1704, else the routine continues at block 1705. In block 1704, the routine 

sets the connection state of this process to partially connected. In block 1705, the routine 

adds the calling process to the list of neighbors of this process. In block 1706, the routine 

10 installs an internal dispatcher for the new neighbor. The internal dispatcher is invoked when 

a message is received from that new neighbor through the internal port of that new neighbor. 

In decision block 1707, if this process buffered up messages while not fully connected, then 

the routine continues at block 1708, else the routine continues at block 1709. In one 
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embodiment, a process that is partially connected may buffer the messages that it receives 

through an internal connection so that it can send these messages as it connects to new 

neighbors. In block 1708, the routine sends the buffered messages to the new neighbor 

through the internal port. In decision block 1709, if the number of holes of this process 

equals the expected number of holes, then this process is fully connected and the routine 

continues at block 1710, else the routine continues at block 1711. In block 1710, the routine 

invokes the achieve connected routine to indicate that this process is fully connected. In 

decision block 1711, if the number of holes for this process is zero, then the routine 

continues at block 1712, else the routine returns. In block 1712, the routine deletes any 

pending edges and then returns. A pending edge is an edge that has been proposed to this 

process for edge pinning, which in this case is no longer needed. 

25 Figure 18 is a flow diagram illustrating the processing of the forward 

connection edge search routine in one embodiment. This routine is responsible for passing 

along a request to connect a requesting process to a randomly selected neighbor of this 

process through the internal port of the selected neighbor, that is part of the random walk. In 

decision block 1801, if the forwarding distance remaining is greater than zero, then the 

30 routine continues at block 1804, else the routine continues at block 1802. In decision block 

1802, if the number of neighbors of this process is greater than one, then the routine 

continues at block 1804, else this broadcast channel is in the small regime and the routine 
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continues at block 1803~In decision block 1803, if the reque~ting process is a neighbor of 

this process, then the routine returns, else the routine continues at block 1804. In blocks 

1804-1807, the routine loops attempting to send a connection edge search call internal 

message (i.e., connection_ edge_ search_ call) to a randomly selected neighbor. In block 1804, 

5 the routine randomly selects a neighbor of this process. In decision block 1805, if all the 

neighbors of this process have already been selected, then the routine cannot foiWard the 

message and the routine returns, else the routine continues at block 1806. In block 1806, the 

routine sends a connection edge search call internal message to the selected neighbor. In 

decision block 1807, if the sending of the message is successful, then the routine continues at 

10 block 1808, else the routine loops to block 1804 to select the next neighbor. When the 

sending of an internal message is unsuccessful, then the neighbor may have disconnecte<\.-. 
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from the broadcast channel in an unplanned manner. Whenever such a situation is detected 

by the broadcaster component, it attempts to fmd another neighbor by invoking the fill holes 

routine to fill a single hole or the fotWard connecting edge search routine to fill two holes. In 

block 1808, the routine notes that the recently sent connection edge search call has not yet 

been acknowledged and indicates that the edge to this neighbor is reserved if the remaining 

fotWarding distance is less than or equal to one. It is reserved because the selected neighbor 

may offer this edge to the requesting process for edge pinning. The routine then returns. 

Figure 19 is a flow diagram illustrating the processing of the handle edge 

proposal call routine. This routine is invoked when a message is received from a proposing 

process that proposes to connect an edge between the proposing process and one of its 

neighbors to this process for edge pinning. In decision block 1901, if the number of holes of 

this process minus the number of pending edges is greater than or equal to one, then this 

process still has holes to be filled and the routine continues at block 1902, else the routine 

25 continues at block 1911. In decision block 1902, if the proposing process or its neighbor is a 

neighbor of this process, then the routine continues at block 1911, else the routine continues 

at block 1903. In block 1903, the routine indicates that the edge is pending between this 

process and the proposing process. In decision block 1904, if a proposed neighbor is already 

pending as a proposed neighbor, then the routine continues at block 1911, else the routine 

30 continues at block 1907. In block 1907, the routine sends an edge proposal response as an 

external message to the proposing process {i.e., edge _proposal_resp) indicating that the 

proposed edge is accepted. In decision block 1908, if the sending of the message was 
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successful, then the routine continues at block 1909, else the routine returns. In block 1909, 

the routine adds the edge as a pending edge. In block 1910, the routine invokes the add 

neighbor routine to add the proposing process on the external port as a neighbor. The routine 

then returns. In block 1911, the routine sends an external message (i.e., edge_proposal_resp) 

5 indicating that this proposed edge is not accepted. In decision block 1912, if the number of 

holes is odd, then the routine continues at block 1913, else the routine returns. In block 

1913, the routine invokes the ftll hole routine and then returns. 

Figure 20 is a flow diagram illustrating the processing of the handle port 

connection call routine in one embodiment. This routine is invoked when an external 

10 message is received then indicates that the sending process wants to connect to one hole of 

this process. In decision block 2001, if the number of holes of this process is greater than 

zero, then the routine continues at block 2002, else the routine continues at block 2003. In 

decision block 2002, if the sending process is not a neighbor, then the routine continues at 
r:~J 

~15 

~:~ ~ 

. -
]20 

25 

block 2004, else the routine continues to block 2003. In block 2003, the routine sends a port 

connection response external message (i.e., port_connection_resp) to the sending process that 

indicates that it is not okay to connect to this process. The routine then returns. In block 

2004, the routine sends a port connection response external message to the sending process 

that indicates that is okay to connect this process. In decision block 2005, if the sending of 

the message was successful, then the routine continues at block 2006, else the routine 

continues at block 2007. In block 2006, the routine invokes the add neighbor routine to add 

the sending process as a neighbor of this process and then returns. In block 2007, the routine 

hangs up the external connection. In block 2008, the routine invokes the connect request 

routine to request that a process connect to one of the holes of this process. The routine then 

returns. 

Figure 21 is a flow diagram illustrating the processing of the fill hole routine in 

one embodiment. This routine is passed an indication of the requesting process. If this 

process is requesting to ftll a hole, then this routine sends an internal message to other 

processes. If another process is requesting to ftll a hole, then this routine invokes the routine 

to handle a connection port search request. In block 2101, the routine initializes a 

30 connection port search statement internal message (i.e., connection_port_search_stmt). In 

decision block 2102, if this process is the requesting process, then the routine continues at 

block 2103, else the routine continues at block 2104. In block 2103, the routine distributes 
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the message to the neighbors of this process through the internal ports and then returns. In 

block 2104, the routine invokes the handle connection port search routine and then returns. 

Figure 22 is a flow diagram illustrating the processing of the internal dispatcher 

routine in one embodiment. This routine is passed an indication of the neighbor who sent the 

5 internal message. In block 2201, the routine receives the internal message. This routine 

identifies the message type and invokes the appropriate routine to handle the message. In 

block 2202, the routine assesses whether to change the estimated diameter of the broadcast 

channel based on the information in the received message. In decision block 2203, if this 

process is the originating process of the message or the message has already been received 

10 

:-:.:-:: 

·~= i 

;]~ 

.;::.t. 

!:; ;, 

(i.e., a duplicate), then the routine ignores the message and continues at block 2208, else the 

routine continues at block 2203A. In decision block 2203A, if the process is partially 

connected, then the routine continues at block 2203B, else the routine continues at block 

2204. In block 2203B, the routine adds the message to the pending connection buffer and 

continues at block 2204. In decision blocks 2204-2207, the routine decodes the message 

type and invokes the appropriate routine to handle the message. For example, in decision 

block 2204, if the type of the message is broadcast statement (i.e., broadcast_stmt), then the 

routine invokes the handle broadcast message routine in block 2205. After invoking the 

appropriate handling routine, the routine continues at block 2208. In decision block 2208, if 

the partially connected buffer is full, then the routine continues at block 2209, else the 

2b routine continues at block 2210. The broadcaster component collects all its internal 
:.;.~= 

messages in a buffer while partially connected so that it can forward the messages as it 

connects to new neighbors. If, however, that buffer becomes full, then the process assumes 

that it is now fully connected and that the expected number of connections was too high, 

because the broadcast channel is now in the small regime. In block 2209, the routine invokes 

25 the achieve connection routine and then continues in block 2210. In decision block 2210, if 

the application program message queue is empty, then the routine returns, else the routine 

continues at block 2212. In block 2212, the routine invokes the receive response routine 

passing the acquired message and then returns. The received response routine is a callback 

routine of the application program. 

30 Figure 23 is a flow diagram illustrating the processing of the handle broadcast 

message routine in one embodiment. This routine is passed an indication of the originating 

process, an indication of the neighbor who sent the broadcast message, and the broadcast 
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message itself. In block 2301, the routine performs the out of order processing for this 

message. The broadcaster component queues messages from each originating process until it 

can send them in sequence number order to the application program. In block 2302, the 

routine invokes the distribute broadcast message routine to forward the message to the 

5 neighbors of this process. In decision block 2303, if a newly connected neighbor is waiting 

to receive messages, then the routine continues at block 2304, else the routine returns. In 

block 2304, the routine sends the messages in the correct order if possible for each 

originating process and then returns. 

Figure 24 is a flow diagram illustrating the processing of the distribute 

10 broadcast message routine in one embodiment. This routine sends the broadcast message to 

each of the neighbors of this process, except for the neighbor who sent the message to this 

process. In block 240 1, the routine selects the next -neighbor other than the neighbor who 
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sent the message. In decision block 2402, if all such neighbors have already been selected, 

then the routine returns. In block 2403, the routine sends the message to the selected 

neighbor and then loops to block 2401 to select the next neighbor. 

Figure 26 is a flow diagram illustrating the processing of the handle connection 

port search statement routine in one embodiment. This routine is passed an indication of the 

neighbor that sent the message and the message itself. In block 2601, the routine invokes the 

distribute internal message which sends the message to each of its neighbors other than the 

sending neighbor. In decision block 2602, if the number of holes of this process is greater 

than zero, then the routine continues at block 2603, else the routine returns. In decision 

block 2603, if the requesting process is a neighbor, then the routine continues at block 2605, 

else the routine continues at block 2604. In block 2604, the routine invokes the court 

neighbor routine and then returns. The court neighbor routine connects this process to the 

25 requesting process if possible. In block 2605, if this process has one hole, then the neighbors 

with empty ports condition exists and the routine continues at block 2606, else the routine 

returns. In block 2606, the routine generates a condition check message (i.e., 

condition_ check) that includes a list of this process' neighbors. In block 2607, the routine 

sends the message to the requesting neighbor. 

30 Figure 27 is a flow diagram illustrating the processing of the court neighbor 

routine in one embodiment. This routine is passed an indication of the prospective neighbor 

for this process. If this process can connect to the prospective neighbor, then it sends a port 
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connection call external message to the prospective neighbor and adds the prospective 

neighbor as a neighbor. In decision block 2701, if the prospective neighbor is already a 

neighbor, then the routine returns, else the routine continues at block 2702. In block 2702, 

the routine dials the prospective neighbor. In decision block 2703, if the number of holes of 

5 this process is greater than zero, then the routine continues at block 2704, else the routine 

continues at block 2706. In block 2704, the routine sends a port connection call external 

message (i.e., port_ connection_ call) to the prospective neighbor and receives its response 

(i.e., port_connection_resp). Assuming the response is successfully received, in block 2705, 

the routine adds the prospective neighbor as a neighbor of this process by invoking the add 

10 neighbor routine. In block 2706, the routine hangs up with the prospect and then returns. 
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Figure 28 is a flow diagram illustrating the processing of the handle connection 

edge search call routine in one embodiment. This routine is passed a indication of the 

neighbor who sent the message and the message itself. This routine either forwards the 

message to a neighbor or proposes the edge between this process and the sending neighbor to 

the requesting process for edge pinning. In decision block 280 1, if this process is not the 

requesting process or the number of holes of the requesting process is still greater than or 

equal to two, then the routine continues at block 2802, else the routine continues at block 

2813. In decision block 2802, if the forwarding distance is greater than zero, then the 

random walk is not complete and the routine continues at block 2803, else the routine 

continues at block 2804. In block 2803, the routine invokes the forward connection edge 

search routine passing the identification of the requesting process and the decremented 

forwarding distance. The routine then continues at block 2815. In decision block 2804, if 

the requesting process is a neighbor or the edge between this process and the sending 

neighbor is reserved because it has already been offered to a process, then the routine 

25 continues at block 2805, else the routine continues at block 2806. In block 2805, the routine 

invokes the forward connection edge search routine passing an indication of the requesting 

party and a toggle indicator that alternatively indicates to continue the random walk for one 

or two more computers. The routine then continues at block 2815. In block 2806, the 

routine dials the requesting process via the call-in port. In block 2807, the routine sends an 

30 edge proposal call external message (i.e., edge _proposal_ call) and receives the response (i.e., 

edge _proposal_resp ). Assuming that the response is successfully received, the routine 

continues at block 2808. In decision block 2808, if the response indicates that the edge is 
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acceptable to the requ~~tg process, then the routine con~:es at block 2809, else the 

routine continues at block 2812. In block 2809, the routine reserves the edge between this 

process and the sending neighbor. In block 2810, the routine adds the requesting process as 

a neighbor by invoking the add neighbor routine. In block 2811, the routine removes the 

5 sending neighbor as a neighbor. In block 2812, the routine hangs up the external port and 

continues at block 2815. In decision block 2813, if this process is the requesting process and 

the number of holes of this process equals one, then the routine continues at block 2814, else 

the routine continues at block 2815. In block 2814, the routine invokes the fill hole routine. 

In block 2815, the routine sends an connection edge search response message (i.e., 

10 connection_ edge_ search_ response) to the sending neighbor indicating acknowledgement and 

then returns. The graphs are sensitive to parity. That is, all possible paths starting from a 

node and ending at that node will have an even length unless the graph has a cycle whose 
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_length is odd. The broadcaster component uses a toggle indicator to vary the random walk 

distance between even and odd distances. 

Figure 29 is a flow diagram illustrating the processing of the handle connection 

edge search response routine in one embodiment. This routine is passed as indication of the 

requesting process, the sending neighbor, and the message. In block 2901, the routine notes 

that the connection edge search response (i.e., connection_edge_search_resp) has been 

received and if the forwarding distance is less than or equal to one unreserves the edge 

between this process and the sending neighbor. In decision block 2902, if the requesting 

process indicates that the edge is acceptable as indicated in the message, then the routine 

continues at block 2903, else the routine returns. In block 2903, the routine reserves the edge 

between this process and the sending neighbor. In block 2904, the routine removes the 

sending neighbor as a neighbor. In block 2905, the routine invokes the court neighbor 

25 routine to connect to the requesting process. In decision block 2906, if the invoked routine 

30 

was unsuccessful, then the routine continues at block 2907, else the routine returns. In 

decision block 2907, if the number of holes of this process is greater than zero, then the 

routine continues at block 2908, else the routine returns. In block 2908, the routine invokes 

the fill hole routine and then returns. 

Figure 30 is a flow diagram illustrating the processing of the broadcast routine 

in one embodiment. This routine is invoked by the application program to broadcast a 

message on the broadcast channel. This routine is passed the message to be broadcast. In 
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decision block 3001, if tfus process has at least one neighbor, then the routine continues at 

block 3002, else the routine returns since it is the only process connected to be broadcast 

channel. In block 3002, the routine generates an internal message of the broadcast statement 

type (i.e., broadcast _stmt). In block 3003, the routine sets the sequence number of the 

5 message. In block 3004, the routine invokes the distribute internal message routine to 

broadcast the message on the broadcast channel. The routine returns. 

Figure 31 is a flow diagram illustrating the processing of the acquire message 

routine in one embodiment. The acquire message routine may be invoked by the application 

program or by a callback routine provided by the application program. This routine returns a 

10 message. In block 3101, the routine pops the message from the message queue of the 

broadcast channel. In decision block 3102, if a message was retrieved, then the routine 

returns an indication of success, else the routine returns indication of failure. 
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Figures 32-34 are flow diagrams illustrating the processing of messages 

associated with the neighbors with empty ports condition. Figure 32 is a flow diagram 

illustrating processing of the handle condition check message in one embodiment. This 

message is sent by a neighbor process that has one hole and has received a request to connect 

to a hole of this process. In decision block 3201, if the number of holes of this process is 

equal to one, then the routine continues at block 3202, else the neighbors with empty ports 

condition does not exist any more and the routine returns. In decision block 3202, if the 

sending neighbor and this process have the same set of neighbors, the routine continues at 

block 3203, else the routine continues at block 3205. In block 3203, the routine initializes a 

condition double check message {i.e., condition_ double_ check) with the list of neighbors of 

this process. In block 3204, the routine sends the message internally to a neighbor other than 

sending neighbor. The routine then returns. In block 3205, the routine selects a neighbor of 

25 the sending process that is not also a neighbor of this process. In block 3206, the routine 

sends a condition repair message (i.e., condition_repair_stmt) externally to the selected 

process. In block 3207, the routine invokes the add neighbor routine to add the selected 

neighbor as a neighbor of this process and then returns. 

Figure 33 is a flow diagram illustrating processing of the handle condition 

30 repair statement routine in one embodiment. This routine removes an existing neighbor and 

connects to the process that sent the message. In decision block 3301, if this process has no 

holes, then the routine continues at block 3302, else the routine continues at block 3304. In 
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block 3302, the routine stfects a neighbor that is not involved in the neighbors with empty 

ports condition. In block 3303, the routine removes the selected neighbor as a neighbor of 

this process. Thus, this process that is executing the routine now has at least one hole. In 

block 3304, the routine invokes the add neighbor routine to add the process that sent the 

5 message as a neighbor of this process. The routine then returns. 

Figure 34 is a flow diagram illustrating the processing of the handle condition 

double check routine. This routine determines whether the neighbors with empty ports 

condition really is a problem or whether the broadcast channel is in the small regime. In 

decision block 3401, if this process has one hole, then the routine continues at block 3402, 

10 else the routine continues at block 3403. If this process does not have one hole, then the set 

of neighbors of this process is not the same as the set of neighbors of the sending process. In 

decision block 3402, if this process and the sending process have the same set of neighbors, 

then the broadcast channel is not in the small regime and the routine continues at block 3403, 
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else the routine continues at block 3406. In decision block 3403, if this process has no holes, 

then the routine returns, else the routine continues at block 3404. In block 3404, the routine 

sets the estimated diameter for this process to one. In block 3405, the routine broadcasts a 

diameter reset internal message (i.e., diameter_reset) indicating that the estimated diameter is 

one and then returns. In block 3406, the routine creates a list of neighbors of this process. In 

block 3407, the routine sends the condition check message (i.e., condition_ check_ stmt) with 

the list of neighbors to the neighbor who sent the condition double check message and then 

returns. 

From the above description, it will be appreciated that although specific 

embodiments of the technology have been described, various modifications may be made 

without deviating from the spirit and scope of the invention. For example, the 

25 communications on the broadcast channel may be encrypted. Also, the channel instance or 

session identifier may be a vety large number (e.g., 128 bits) to help prevent an unauthorized 

user to maliciously tap into a broadcast channel. The portal computer may also enforce 

security and not allow an unauthorized user to connect to the broadcast channel. 

Accordingly, the invention is not limited except by the claims. 
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CLAIMS 

~1. A computer network having a plurality of participants, each participant 

having connections to at~ast three neighbor participants, wherein an originating participant 

sends data to the other p ·cipants by sending the data through each of its connections to its 

neighbor participants and r. herein each participant sends data that it receives from a neighbor 

participant to its other neighbor participants. 

2. The 
1
Lmputer network of claim I wherein each participant is connected 

to 4 other participants. 

3. Thef computer network of claim 1 wherein each participant is connected 

;:~} to an even number of otl).er participants. 
~:¥1 
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4. Tht computer network of claim 1 wherein the network is m-regular, 

where m is the number bf neighbor participants of each participant. 

5. je computer network of claim 4 wherein the network is m-connected, 

where m is the number/ of neighbor participants of each participant. 

I 
6. The computer network of claim 1 wherein the network is m-regular and 

m-connected, where i is the number of neighbor participants of each participant. 

7. ie computer network of claim 1 wherein all the participants are peers. 

8. Tre computer network of claim 1 wherein the connections are peer-to

peer connections. 
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1 9. The computthr network of claim 1 wherein the connections are TCP/IP 

2 connections. 
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10. The computer network of claim 1 wherein each participant is a process 

executing on a computer. 

. . 11. The comrluter network of claim 1 wherein a computer hosts more than 

one participant. / 

12. The coluter network of claim 1 wherein each participant sends to each 

of its neighbors only one coJ. of the data. 

13. A comLnent for controlling communications of a participant with a 

broadcast channel, comprisibg: 

a contJct module that locates a portal computer and requests the located 

portal computer to provide !m indication of neighbor participants to which the participant can 

be connected; and 

a JOJ module that receives the indication of neighbor participants and 

establishes a connection/ between the participant and each of the indicated neighbor 

participants. 

14. The I component of claim 13 wherein each participant is a computer 

2 process. 

1 15. TheJ component of claim 13 wherein the indicated participants are 

2 computer processes exequting on different computer systems. 

1 

2 

3 

16. Thcl component of claim 13 including: 

a bradcast module that receives data from a neighbor participant of the 

participant and transmit ,\the received data to the other neighbor participants, 
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1 17. The compoJ1ent of claim 13 including: 

2 a connectt<f request module that receives a request to connect to 

3 another participant, disconnect~ from a neighbor participant, and connects to the other 

4 participant. 

1 18. The compd>nent of claim 13 wherein the connections are established 

2 using the TCP liP protocol. 
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19. A broadcast channel for participants, comprising: 

a communications network that provides peer-to-peer communications 

between the participants co~bcted to the broadcast channel; and 

for each/participant connected to the broadcast channel, 
' f 

an indication of four neighbor participants of that 

participant; and 

a broadcast component that receives data from a neighbor 

participant using the comnJumcations network and that sends the received data to its other 

neighbor participants to e/ffect the broadcasting of the data to each participant of the 

~~t broadcast channel. 

~:=b 

~~:! 
2 

20. TheJroadcast channel of claim 19 wherein the broadcast component 

disregards received data . at it has already sent to its neighbor participants. 

21. The toadcast channel of claim 19 wherein a participant connects to the 

broadcast channel by ~oJacting a participant already connected to the broadcast channel. 

1 

2 

1 22. Thel broadcast channel of claim 19 wherein each participant ts a 

2 computer process. 

1 23. The broadcast channel of claim 19 wherein each participant ts a 

2 computer thread. 

I 
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1 24. The broadcast (channel of claim 19 wh~rein each participant Is a 

2 computer. 

1 25. The broadcast channel of claim 19 wherein the communications network 

2 uses TCPIIP protocol. 

1 26. The broadcast bhannel of claim 19 wherein the communications network 

2 is the Internet. 
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27. The broadcast channel of claim 19 wherein the participants are peers. 

28. A broadcas channel comprising a plurality of participants, each 

participant being connected to neighbor participants, the participants and connections 

between them forming an m-re .ular graph, where m is greater than 2 and the number of 

participants is greater than m. 

29. 

30. 

The broadc.hl· st channel of claim 28 wherein the graph is m-connected . 

The broad ast channel of claim 28 wherein m is even. 

31. The broadcast channel of claim 28 wherein m is odd and the number of 

2 participants is even. 

1 32. The brdadcast channel of claim 28 wherein the participants are 

2 computer processes. 

I 33. The brbadcast channel of claim 28 wherein the participants are 

2 computers. 

1 34. The broadcast channel of claim 28 wherein the connections are 

established using TCP/IP pro~col. 
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35. The ~roadcast lhannel of claim 28 where~ a message is broadcast on 

the broadcast channel by an ori ating participant sending the message to each of its 

neighbor participants and by eac participant upon receiving a message from a neighbor 

participant sending the message to ts other neighbor participants. 

36. A broadcast# channel comprising a plurality of participants, each 

participant being connected totneighbor participants, the participants and connections 

between them form an m-regul graph, where m is greater than 2, and wherein when a 

participant receives data from a 1 eighbor participant, it sends the data to its other neighbor 

participants. 

~ ::~ 37. The broad4ast channel of claim 36 wherein the number of participants is 

~ ~~~ greater than m. 
' tE 

i ~ 

1,~1 38. The broadcast channel of claim 36 wherein the graph is m-connected. 

;~:l 39. The broatlcast channel of claim 36 wherein m is even. 

):o} 40. The broadcast channel of claim 36 wherein m is odd and the number of 

1j participants is even. 

1 41. The brbadcast channel of claim 36 wherein the participants are 

2 computer processes. 

1 42. The bfoadcast channel of claim 36 wherein the participants are 

2 computers. 

1 43. The ~oadcast channel of claim 36 wherein the connections are 

established using TCPIIP ltocol. 2 
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44. A computerLeadable medium containing instructions for controlling 

communications of a participant lf a broadcast channel, by a method comprising: 

locating a p~rtal computer; 

requesting jthe located portal computer to provide an indication of 

neighbor participants to which lhe participant can be connected; 

receivinre indications of the neighbor participants; and 

establishi g a connection between the participant and each of the 

indicated neighbor participan s. 

45. .puter-readable medium of claim 44 wherein each participant is 

2 a computer process. 

j\ 

~ :·u 

' 

46. The tmputer-readable medium of claim 44 wherein the indicated 

participants are computer wocesses executing on different computer systems. 
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47. The chmputer-readable medium of claim 44 including: 

48. 

receifug data from a neighbor participant of the participant; and 

transmitting the received data to the other neighbor participants. 

The iomputer-readable medium of claim 44 including: 

rec!i · g a request to connect to another participant; 

disc , nnecting from a neighbor participant; and 

co .ecting to the other participant. 

1 49. The romputer-readable medium of claim 44 wherein the connections are 

2 established using the TClf /IP protocol. 

y 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

f . 
. ,/~): .. ·. ~ ~·~2 Page 1 of2 

J 
COMMISSIONER FOR PATENTS 

UNITED STATES PATENT AND TRADEMARK OFFICE 
WASHINGlUN, D.C. 20231 

www.usptagov 

FILING/RECEIPT DATE FIRST NMlED APPUCANT ATTORNEY DOCKET NU1viBER 

09/629,576 07/31/2000 Virgil E. Bourassa 030048001 

25096 FORMALITIES LETTER 
PERKINS COlE LLP 
PATENT-SEA 11111111111111111111 IUIInl lnl llllllllllllllllllllllllllllllllllll ~11111111111111 
PO BOX 1247 

~acoooooooo5422659* 

SEATTLE, WA 98111-1247 

.Date Mailed: 09/25/2000 

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION 

FILED UNDER 37 CFR 1.53(b) 

Filing Date Granted 

An application number and filing date have been accorded to this application. The item(s) indicated below, 
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all 
required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained 
by filing a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a). 

• The statutory basic filing fee is missing. 
Applicant must submit $ 690 to complete the basic filing fee and/or file a small entity statement claiming 
such status (37 CFR 1.27). 

• Total additional claim fee(s) for this application is $756. 
• $522 for 29 total claims over 20. 
• $234 for 3 independent claims over 3 . 

• The oath or declaration is missing. 
A properly signed oath or declaration in compliance with 37 CFR 1.631 identifying the application by the 
above Application Number and Filing Date, is required. 

• To avoid abandonment~ a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e) 
of $130 for a non-small entity, must be submitted with the missing items identified in this letter. 

• The balance due by applicant is$ 1576. 

db? A copy of this notice MUST be returned with the reply. 

Customer SeiVice Center 
Initial Patent Examination Division (703) 308-1202 

PART 3- OFFICE COPY 

file://C:\APPS\PreExam\correspondence\2_ C.xml 9/22/00 
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PATENT 

I hereby certify that on the date specified below, this correspondence is being deposited 
with the United States Postal Service as frrst-class mail in an envelope addressed to Box 

Miss~g Parts, Commissioner for Pate~:on, r.:::4 
/0 ho/tO . ~ Cu..- _ 

Date J anne Connelly 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicants 

Application No. 

Filed 

For 

Fred B. Holt and Virgil E. Bourassa 

09/629,576 

July 31' 2000 

BROADCASTING NETWORK 

Docket No. 

Date 

03 0048001 us 
October 30, 2000 

Box Missing Parts 
Commissioner for Patents 
Washington, DC 20231 

RESPONSE TO NOTICE TO FILE MISSING PARTS OF APPLICATION 

Sir: 
In response to the Notice to File Missing Parts dated September 25, 2000, 

please fmd enclosed a Declaration, Power of Attorney, Authorization for Extensions of 

Time Under 37 CFR § 1.136(a)(3), and copy of the Notice to File Missing Parts for the 

above-identified application. 

The fees have been calculated as follows: 

Basic Fee 
Total Claims ( 49, 29 extra) 
Independent Claims ( 6, 3 extra) 
Missing Parts Surcharge 
Total 

Q:\Ciients\Boeing IP (03004)\800 1 \Response to Missing Parts.doc 

$ 

$ 

710.00 
522.00 
240.00 
130.00 

1602.00 

.J 
; ,, ·; 
v 
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The Commissioner is hereby authorized to charge the filing fees, and any 

additional filing fees or to credit any overpayment to Deposit Account No. 50-0665. A 

duplicate copy of this response is enclosed. 

MJP:jc 

Enclosures: 
Postcard 
Copy of this Response 
Declaration 
Power of Attorney 

Respectfully submitted, 

Perkins Coie LLP 

~,g~ 
_. 'T""\, •• 

Maurice J. ruro 
Registration No. 33,273 

Authorization for Extensions ofTime Under 37 CFR § 1.136(a)(3) 
Copy of Notice to File Missing Parts 

PERKINS COlE LLP 

P.O. Box 1247 
Seattle, Washington 98111-1~47 
(206) 583-8888 
FAX: (206) 583-8500 

Q:\Clients\Boeing IP (03004)\8001\Response to Missing Parts.doc 
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~1( ,..~ DECLARATION 
~taAU-e 

As the fielow-named inventors, we declare that: 

!'.~·.·.-.· .. :.( ..• { jJ 
;· 

~'~ 
/ '/&IJ 

f ' ;___./ 

Our residences, post office addresses, and citizenships are as stated below 

under our names. 

We believe we are the original, first, and joint inventors of the subject 

matter claimed and for which a patent is sought on the invention entitled 

"BROADCASTING NETWORK," the specification of which was filed in the U.S. Patent 

and Trademark Office on July 31, 2000 and assigned application number 09/629,576. 

We have reviewed and understand the contents of the above-identified 

specification, including the claims, as amended by any amendment specifically referred to 

above. 

We acknowledge our duty to disclose information which is material to the 

patentability of this application in accordance with 37 C.F.R. § 1.56(a). 

We further declare that all statements made herein of our own knowledge 

are true and that all statements made on information and belief are believed to be true; 

and further, that these statements were made with the knowledge that the making of 

willfully false statements and the like is punishable by fme or imprisonment, or both, 

under Section 1001 of Title 18 of the United States Code, and may jeopardize the validity 

.,, application. 

Fred B. Holt 

Date ~z__C: QC/q--~ 

Residence 

Citizenship 

P.O. Address 

City of Seattle 

State of Washington 

United States of America 

5520 31st Avenue NE 
, Seattle, Washington 98105 

Q:\Ciients\Boeing IP (03004)\800 1 \Declaration.doc 
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Residence 

Citizenship 

P.O. Address 

(~ 2 

~~ , 

City of Bellevue 

State of Washington 

United States of America 

16110 SE 24th Street 
Bellevue, Washington 98008 

Q:\Clients\Boeing IP (03004)\800 1 \Declaration.doc 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicants 

Application No. 

Filed 

For 

Fred B. Holt and Virgil E. Bourassa 

09/629,576 

July 31, 2000 

BROADCASTING NETWORK 

Art Unit 

Docket No. 

2731 

030048001 us 

Commissioner for Patents 
Washington, DC 20231 

Sir: 

ELECTION UNDER 37 C.F.R. §§ 3.71 AND 3.73 

" AND POWER OF ATTORNEY 

PATENT 

The undersigned, being Assignee of the entire interest in the above

identified application by virtue of an Assignment filed concurrently herewith, a copy of 

which is enclosed, hereby elects under 37 C.F.R. § 3.71, to prosecute the application to 

the exclusion of the inventors. 

Assignee hereby appoints JERRY A. RIEDINGER, Registration No. 

30,582; MAURICE J. PIRIO, Registration No. 33,273.; JOHN C. STEW ART, 

Registration No. 40,188; MICHAEL D. BROADDUS, Registration No. 41,637; 

BRIAN P. MCQUILLEN, Registration No. 41,989; CATHERINE HONG TRAN, 

Registration No. 43,960; ROBERT G. WOOLSTON, Registration No. 37,263; PAUL T. 

PARKER, Registration No. 38,264; JOHN M. WECHKIN, Registration No. 42,216; 

CHRISTOPHER DALEY-WATSON, Registration No. 34,807; STEVEN D. LAWRENZ, 

Registration No. 37,376; JAMES A.D. WHITE, Registration No. 43,985; and FRANK 

ABRAMONTE, Registration No. 38,066, of the frrm of Perkins Coie LLP and ROBERT 

Q:\Ciients\Boeing IP (03004)\800 1\Eiection & POAdoc 
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L. GULLETTE, Registration No. 26,899, PAUL C. CULLOM, JR., Registration No. 

25,580, ANN K._ GALBRAITH, Registration No. 33,530, JAMES P. HAMLEY, 

Registration No. 28,081, JOHN C. HAMMAR, Registration No. 29,928, LAWRENCE 

W. NELSON, Registration No. 34,684 and ROBERT R. RICHARDSON, Registration 

No. 40,143 of The Boeing Company, as the principal attorneys with full power of 

substitution, association, and revocation to prosecute said application, to transact all 

business in the Patent and Trademark Office connected therewith, and to receive the 

letters patent therefor. Please direct all telephone calls to Maurice J. Pirio at (206) 583-

8888 and telecopies to (206) 583-8500. 

Please direct all correspondence to: 

Patent-SEA 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-124 7 
Attn: Maurice J. Pirio 

Pursuant to 37 C.F.R. § 3.73, the undersigned duly authorized designee of 

Assignee certifies that the evidentiary documents have been reviewed, specifically the 

Assignment to The Boeing Company filed concurrently herewith for recording, a copy of 

which is attached hereto, and certifies that to the best of my knowledge and belief, title 

remains in the name of the Assignee. 

The Boeing Company 

to/?7/rro ~~~ /(_?ve-L._ 
Date Name of Person Signing 

G~( 
Tile of Person Signing 

MJP:jc 

Enclosure: 
Copy of Assignment 

Q:\Clients\Boeing IP (03004)\800 I \Election & PO A doc 
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ASSIGNMENT 

/~ 
\ .. ~ 

WHEREAS, we, Fred B. Holt and Virgil E. Bourassa ("ASSIGNORS"), 

having post office addresses of 5520 31st A venue NE, Seattle, Vf ashington 98105 and 

16110 SE 241
h Street, Bellevue, Washington 98008, respectively, are the joint inventors 

of an invention entitled "BROADCASTING NETWORK, n as described and claimed in 

the specification for which an application for United States letters patent was filed on 

July 31, 2000 and assigned Application No. 09/629,576. 

WHEREAS, The Boeing Company ("ASSIGNEE"), a corporation of the· State of 

Delaware having its principal place of business at Seattle, Washington, is desirous of 

acquiring the entire right, title, and interest in and to the invention and in and to any 

patents that may be granted therefor in the United States and in any and all foreign 

countries; 

NOW, THEREFORE, in exchange for good and valuable consideration, the 

receipt and sufficiency of which is hereby acknowledged, ASSIGNORS hereby sell, 

assign, and transfer unto ASSIGNEE, its legal representatives, successors, and assigns, 

the entire right, title and interest in and to the invention as set forth in the above

mentioned application, including any continuations, continuations-in-part, divisions, 

reissues, re-examinations, or extensions thereof, any other inventions described in the 

application, and any and all patents of the United States of America and all foreign 

countries that may be issued for the invention, including the right to file foreign 

applications directly in the name of ASSIGNEE and to claim priority rights deriving from 

the United States application to which foreign applications are entitled by virtue of 

international convention, treaty or otherwise, the invention, application and all patents on 

the invention to be held and enjoyed by ASSIGNEE and its successors and assigns for 

their use and benefit and of their successors and assigns as fully and entirely as the same 

would have been held and enjoyed by ASSIGNORS had this assignment, transfer, and 

sale not been made. 

1 
Q:\Clients\Boeing IP (03004)\8001\Assignment.doc 
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UPON THE ABOVE-STATED CONSIDERATIONS, ASSIGNORS agree 

to not execute any writing or do any act whatsoever conflicting with this assignment, and 

at any time upon request, without further or additional consideration but at the expense of 

ASSIGNEE, execute all instruments and documents and do such additional acts as 

ASSIGNEE may deem necessary or desirable to perfect ASSIGNEE's enjoyment of this 

grant, and render all necessary assistance required for the making and prosecution of 

applications for United States and foreign patents on the invention, for litigation 

regarding the patents, or for the purpose of protecting title to the invention or patents 

therefor. 

ASSIGNORS authorize and request the Commissioner of Patents and 

Trademarks to issue any Patent of the United States that may be issued for the invention 

to ASSIGNEE. 

2' De _;;t- 2-t-~-:·e::. 
Fred B. Holt 

State of U, (. .\....-.~ ) 
K. 6~ ) ss. 

Date 

County of ~ ) 

I certi~at I know or have satisfactory evidence that Fred B. Holt is the 

person who appeared before me, and the person acknowledged that he signed this 

instrument and acknowledged it to be his free and voluntary act for the uses and purposes 

mentioned in the instrument 

''''""""'''' ''''\ \\. F L Ji 1~''''" ~•·,.~···ioiifi:··.~ ~ ... ~ 
~~.... p~··.? ~ 
~Ccii.a ~·. ~ ~ 
io(·v t.OlARr \ ~ 
= --- : = - . -! Pus\.'~ ~.f ~§ 
~ttl .. .,.,.. ~ .• • ~~ 
~ ~ ... -r (J2 '}. ~-··!'~ ~ ~ifA*•• 4L•"".,.'\."'i.;T~ 
~ ,~ ······--·~,~,, jf,,,

1 
OF WAS ,,,,, ,,,,,, ..... ,,,, 

Dated /0 ·J0· trO 

Signature of ~i1 a /j 1111 e N 
Notary Public ~ ~ 
Printed Name DAYJn: R, Haaaea-n 
My appointment expires K-Jlf. 03 

--~~-=~----------

2 
Q:\Clients\Boeing IP (03004)\8001\Assignment.doc 
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Date 

State of W~rb:J~tl ~ 
;<) ) County of 

-==::::::=_ 

ss. 

I certify that I know or have satisfactozy evidence that Virgil E. Bourassa is 

the person who appeared before me, and the person acknowledged that he signed this 

instrument and acknowledged it to be his free and voluntary act for the uses and purposes 

mentioned in the instrument. 

\\\\\1 I I 111111 ,,, "':: l , ,,/ 

,,, ~ \\ - I r.. !' - ' It; 
~' ~ ••••••••••·. --4 1';_.. ~ ~ •• ··~~~\Ott f.(j(·. !Y ~ 

~ ~ • ._t..~ Y.s; • •• ? ~ 
~ "" -~~~· ~·. "1- ~ 
~t::~f(,j aQTARt \ ; .... . " .. --.. . . .-= : ~ : = 
S \ ~'UB\.\~ t'l)j .!Ja.. § 
~ ...... . ..... ~ 
~ ,p•;:" .._ ~.·· ... o~ 
~ ';~-. •. (12 ft '!.• r.:' ~ ~ 4..... 4 ,~ ..... .....,~ 

:if.. 1"11 .... _.. d'\;~ '""' ... ,~,'"'OF WAS" ~,,, ... 
~,,,,,,, .. "''''' 

Dated fQ. Jfo · ?-QO 0 
Signature of nnn ~ j IJ 

1 
f) !Jj . 

Notazy Public ~U {;!;;;_ 
PrintedName ]eA-nne R. FUWO?flYl 
My appointment expires-- _rJ-.·~2_,_'f__::-D=:..-3~-----

3 
Q:\Ciients\Boeing IP (03004)\800 1\Assignment.doc 
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PATENT r0 q/C) 
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE . 

1 
j 

Applicants Fred B. Holt and Virgil E. Bourassa 

Application No. : 09/629,576 

Filed /-\?-~ July 31, 2000 

For : i9v\BROADCASTING NETWORK 
(

0 .... ./c2'-

\\ n 1\l~ 
\u \\\\'4 ifJ Art Unit : 2731 

~.-,. .~ DocketNo. : 030048001US 
~-!BAD'£) 

Commissioner for Patents 
Washington, DC 20231 

Date October 30, 2000 

AUTHORIZATION FOR EXTENSIONS OF TIME UNDER 37 C.F.R. § 1.136(A)(3) 

Sir: 

With respect to the above-identified application, the Commissioner is 

authorized to treat any concurrent or future reply requiring a petition for an extension of 

time under 37 C.F.R. § 1.136{a)(3) for its timely submission as incorporating a petition 

therefor for the appropriate length of time. The Commissioner is also authorized to 

charge any fees which may be required, or credit any overpayment, to Deposit Account 

No. 50-0665. 

Date tb \ 3 {) ) 0 D 

" 
PERKINS COlE LLP 

P.O. Box 1247 
Seattle, Washington 98111-124 7 
(206) 583-8888 
FAX: (206) 583-8500 
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Maurice J. Pirio 
Registration No. 33,273 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

/,--fl -~"--:-,' 
~ji-'" 

Pagel a~ 

COMMISSIONER FOR PATENTS 
UNITED STATES PATENT AND TRADEMARK OFFICE 

WASHINClDN, D.C. 20231 
www.uspto.gov 

FILING/RECEIPT DATE FIRST NAMED APPLICANT ATTORNEY DOCKET NUlviDER 

09/629,576 07/31/2000 Virgil E. Bourassa 030048001 

25096 FORMALITIES LETTER 
PERKINS COlE LLP 
PATENT-SEA llllllllllllllllllllllllllll 11111111 11111111111~ II~IIIIIIIIIIIIIIIIIIIIIIIU II~ II II 
PO BOX 1247 

*OC000000005422659~ 

SEATTLE, WA 98111-1247 

Date Mailed: 09/25/2000 

FILED UNDER 37 CFR 1.53(b) 

Filing Date Granted 

An application number and filing date have been accorded to this application. The item(s) indicated below, 
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all 
required items and pay any fees required below to avoid abandonme.nt. Extensions of time may be obtained 
by filing .a petition accompanied by the extension fee under the provisions of 37 CFR 1.136(a). 

• The statutory basic filing fee is missing. 
Applicant must submit $ 690 to complete the basic filing fee and/or file a small entity statement claiming 
such status (37 CFR 1.27). 

• Total additional claim fee(s) fqr this application is $756. 
• $522 for 29 total claims over 20. 
• $234 for 3 independent claims over 3 . 

• The oath or declaration is missing. 
A properly signed oath or declaration in compliance with 37 CFR 1.63, identifying the application by the 
above Application Number and Filing DateJ is required. 

• To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e) 
of $130 for a non-small entity, must be submitted with the missing items identified in this letter . 

• The balance due by applicant is $ 1576. 
....:) 
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A copy of tltis notice MUST be returned witlt tlte reply. ~ 

Customer Servtce cemer 
Initial Patent Examination Division (703) 308-1202 

PART 2 - COPY TO BE RETURNED WITH RESPONSE 
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UNITED STA. • .. DEPARTMENT OF COMMERCE ;:/{; 
Patent and T .... , :~mark Office / 

ASSISTANT SECRETARY AND COMMISSIONER .,-, 
OF PATENTS AND TRADEMARKS R . s (:/ 
Washington, D.C. 20231 £:QEIVED 

MAY 3 - 2001 
CHANGE OF ADDRESS/POWER OF A TTORNEYfechno/ogv c _ 

· J enter2100 

FILE LOCATION _2152 
------· 

SERIAL NUMBER 09629576 PATENT NUMBER 

THE CORRESPONDENCE ADDRESS HAS BEEN CHANGED TO CUSTOMER # 25096 

THE PRACTITIONERS OF RECORD HAVE BEEN CHANGED TO CUSTOMER # 25096 

THE FEE ADDRESS-HAS BEEN CHANGED TO CUSTOMER# 25096 

ON 04/12/01 THE ADDRESS OF RECORD FOR CUSTOMER NUMBER 25096 IS: 

PERKINS COlE LLP 
1201 3RD AVENUE , SUITE 4800 
SEATTLE WA 98101-3099 

AND THE PRACTITIONERS OF RECORD FOR CUSTOMER NUMBER 25096 ARE: 

30582 33273 33904 34807 37263 37376 38264 40188 41637 41989 
42216 43960 43985 46140 

PTO INSTRUCTIONS: PLEASE TAKE THE FOLLOWING ACTION WHEN THE 
CORRESPONDENCE ADDRESS HAS BEEN CHANGED TO CUSTOMER NUMBER: 
RECORD, ON THE NEXT AVAILABLE CONTENTS LINE OF THE FILE JACKET, 
'ADDRESS CHANGE TO CUSTOMER NUMBER'. LINE THROUGH THE OLD 
ADDRESS ON THE FILE JACKET LABEL AND ENTER· ONLY THE 'CUSTOMER 
NUMBER 1 AS THE NEW ADDRESS. FILE THIS LETTER IN THE FILE JACKET. 
WHEN ABOVE CHANGES ARE ONLY TO FEE ADDRESS AND/OR PRACTITIONERS 
OF RECORD, FILE LETTER IN THE FILE JACKET. 
THIS FILE IS ASSIGNED TO GAU 2731. 

PTO-FMD 
TALBOT-1197 
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PATENT 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

IN REAPPLICATION OF: 

VIRGIL E. BOURASSA AND FRED 8. HoLT 

APPLICATION No.: 09/629,576 

~~F=CEi\/E~D, · I'L-= -'·-=J _ 

APR 2 4 2002 
FILED: JULY 31, 2000 fechno~ogy Center 21 00 
FoR: BROADCASTING NETWORK 

Information Disclosure Statement Within Three Months of 
Application Filing or Before First Action- 37 CFR 1.97(b) 

Commissioner for Patents 
Washington, D.C. 20231 

Sir: 

1. Timing of Submission 

This information disclosure is being filed within three months of the filing date of this 
application or date of entry into the national stage of an international application or 
before the mailing date of a first Office action on the merits, whichever occurs last 
[37 CFR 1.97(b)]. The references listed on the enclosed Form PTO/SB/08A 
(modified) may be material to the examination of this application; the Examiner is 
requested to make them of record in the application. 

2. Cited Information 

~ Copies of the following references are enclosed: 

~ All cited references 
D References marked by asterisks 
D The following: 

0 Copies of the following references can be found in parent application Ser. No. 

D All cited references 
D References marked by asterisks 
D The following: 

D The following references are not in English. For each such reference, the 
undersigned has enclosed (i) a translation of the reference; (ii) a copy of a 
communication from a foreign patent office or International Searching 
Authority citing the reference, (iii) a copy of a reference which appears to be 
an English-language counterpart! or (iv) an English-language abstract for the 
reference prepared by a third party. Applicant has not verified that the 

[/IDS-NO 0-A- JAN2002.DOCJ 
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translation, English-language counterpart or third-party abstract is an 
accurate representati-on of the teachings of the non-English reference, 
though~ and reserves the right to demonstrate otherwise. 

D All cited references 
D References marked by ampersands 
D The following: 

3. Effect of Information Disclosure Statement {37 CFR 1.97(h)) 

This Information Disclosure Statement is not to be construed as a representation 
that: (i) a search has been made; (ii) additional information material to the 
examination of this application does not exist; (iii) the information, protocols, results 
and the like reported by third parties are accurate or enabling; or (iv) the cited 
information is, or is considered to be, material to patentability. In addition, applicant 
does not admit that any enclosed item of information constitutes prior art to the 
subject invention and specifically reserves the right to demonstrate that any such 
reference is not prior art. 

4. Fee Payment 

No fees are believed due. However, should the Commissioner determine that fees 
are due in order for this Information Disclosure Statement to be considered, the 
Commissioner is hereby authorized to charge such fees to Deposit Account No. 50-
0665. 

5. Patent Term Adjustment (37 CFR 1.704{d)) 

D The undersigned states that each item of information submitted herewith was 
cited in a communication from a foreign patent office in a counterpart 
application and that this communication was not received by any individual 
designated in 37 C.F.R. § 1.56(c) more than thirty days prior to the filing of 
this statement. 37 C.F.R. § 1.704(d). 

Date: l\ ·- \ ~ /0 z_ 

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle. Washington 98111-1247 
Phone: (206) 583-8888 

[/IDS-NO 0-A- JAN2002.DOC] 2 

Respectfully submitted, 
\erkins Coie LLP ']? 
ffio A~o j --~ 
M: 

~-jP'>.~~-~\ ~E"""' il=f fr-=- ~ • r~ .. : .I , ~ ~ 
1 d.~ •.,../lb.. ~ •'! - "=P 

APR 2 4 2002 

Technology Center 2100 
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?lease type a plus sign ( +) inside this box ~ [±] PTO/SB/08A 

ApJ!rc tor use through 10/31/99. OMB 0651-0031 
Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE 

COMPLETE IF KNOWN 

·"·-~b~ for form l449A/PTO Application Number 09/629,576 
Confinnation Number 

Filin2 Date July 31, 2000 
~~NFORMATION DISCLOSURE 

,.fpJi' 1 -~ ,_ TATEMENT BY APPLICANT 
J .?g~ £1 (use as many sheets as necessary) First Named Inventor Virgil E. Bourassa ~ 

~ll~. -"~\~ 
~1\K~ 
I ---sneet I I of 

*EXAivtoo;R I Cite U.S. Patent Doc~ent 
INITIALS No. NUMBER Kind Code 

(if known) 

t.pJ I AB 

~.h).} I AC 

~ lAD 

<!~ I AE 

7/:? I AF 

(/~ I AG 

u~ IAH 

-~ IAI 

~ IAJ 

(J ~..; I AK 

~ IAL 

(}~~I AM 

~ IAN 

-vw I AO 

/frwiAP 
U~ IAQ 

Utj,vJ I AR 

(j 

09/629,570 

09/629,577 

09/629,575/ 

09/629,572 

09/629,023 / 

09/629,041,... 

09/629,024 

09/629,042 

6,304,921( 

6,285,363 

6,271,839 
/ 

6,268,85.5 

6,243,69( 

6,223,212 / 

6,216,17? 

6,199,116 

6,094,676 

Group Art Unit "2.\~5 
Examiner Name IAJO~ 

5 I Attorney Docket No. 030048001 us 
U.S. PATENT DOCUMENTS 

1 
Name ofPatentee or Applicant 

of Cited Document 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Bourassa et al. 

Mairs et al. 

Mairs et al. 

Mairs et al. 

Mairs et al. 

Fisher et al. 

Batty et at. 

Mairs et al. 

Mayetal. 
-
Gray et al. 

Date ofPublication of Cited 

Document 

7/31/00 

7/31/00 

7/31/00 

7/31/00 

7/31/00 

7/31/00 

7/31/00 

7/31/00 

10/16/01 

9/4/01 

I 817/01 

7/31/01 

6/5/01 

4/24/01 

14/10/01 

3/6/01 

I 7/25/00 

FOREIGN PATENT DOCUMENTS 

Pages, Columns, Lines, 
Where Relevant Passages or 

Relevant Figures Appear 

RECEPJFQ 

*E~R I Cite I Foreign Pat~nt Docum~nt 
INITIALS No. Kind Code 

Office Number (ifknown) 

Name of Patentee or Applicant 
of Cited Document 

Date ofPublication of 

Cited Document 

Pages, Columns, Lines, Where 
Relevant Passages or Relevant I T 

Figures Appear 

AS I I I 
*EXAivi~R I Cite 

INITIALS No. 

OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS 
Include name ofthe author (in CAPITAL LEITERS), title of the article (when appropriate), title of the item (book, magazine, 

journal, serial, symposium, catalog, etc.), date, page(s), volumeOissue number(s), publisher, city and/or country where published. 

AT I /J 
A /) . 

EXAMIN~J2 J z DATE CONSIDERED 

/- L 1 ·-of 

T 

* EXAMINilR:/-Initi;lif-t\ference considered, whether or not criteria is in conformance with MPEP 609. 
V conformance and not considered. Include copy of this form with next communication to applicant( s). 

Draw line through citation if not in 

l:\Clients\Boeing IP (03004)\8001 \Us00\S808.doc 
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Please type a plus sign ( +) inside this box -7 [±] PTO/SB/08A 
Appn:, ror use through 1 0/3lf99. OMB 0651-0031 

Patent and Trademark Office: U.S. DEP ARThfENT OF COMMERCE 

COMPLETE IF KNOWN 

Application NUI{lber 09/629,576 
~ NFORMATION DISCLOSURE 

Q tb::lor form l449AIPTO 
Confinnation Number 

rp/1 _ &.> TATEMENT BY APPLICANT 
13lool ~ (use as many sheets as necessary) 

Filing Date July 3 1, 2000 
Virgil E. Bourassa 

(J, 

~ -~~~:· 

~I 

*EXM.llNER I Cite 
INITIALS • No. 

--

~ IM 
I AB 

if'!'!- I AC 

~1m 
I AE 

~:: 
I AH 

IAI 

~ 1: 
•11/U I AN 

&fA.r.J • AO 

-o(J...,J I AP 

l. 
~ 

LvJ 

AQ 

AR 

0~ lAS 

(/;,.; I AT 

~ IAU 

C!i.vJ AV 

o~ AW 

(01AX 
~lAY 

First Named Inventor 

Group Art Unit -'2..\SS 
Examiner Name LvOrJ 

2 I of I 5 I Attorney Docket No. 03004800 1 us 
U.S. PATENT DOCUMENTS 

U.S. Patent Document Name ofPatentee or Applicant Date ofPublication of Cited I 
NUMBER Kind Code of Cited Document Document 

(if known) 

6,047,289: Thorne et al. 4/4/00 

6,038,601 Ishikawa I 3/14/00 
/' 

6,032,188-" Mairs et al. I 2/29/00 

6,029,171 Smigaetal. I 2122100 

6,023,734 Ratcliff et al. I 2/8/00 

6,013,101 Blackshear et al. I l/11/00 

6,003,088 Houston et al. I 12114/99 

5,987,506 I I Carteret al. I 11116/99 

5,974,043 Solomon 1 10/26/99 

5,956,484 Rosenberg et al. I 9/21/99 

5,948,054 Nielsen I 917/99 

5,949,97~' Batty et al. 917/99 

5,935,21S Bell et al. 8/10/99 

5,928,335 Morita 7/27/99 
/ 

/ 
5,907,6t0 Onweller I 5/25/99 

5,899,980 Wilfet al. 1 5/4/99 

5,874,960 / Mairs et al. 12123!99 

5,867,667 Butman et al. 1 2/2t99 

5,870,605' Bracho et al. I 2/9/99 

5,867,660 Schmidt et al. I 2/2/99 

5,864,711// l I Mairs et al. I l/26/99 

5,802,285 I I Hirviniemi I 9/1/98 

5,799,016 I I Onweller I 8/25/98 
/ 

5,790,553"' Deaton, Jr. et al. 8/4/98 

5,790,548 Sistanizadeh et al. 8/4/98 

5,764,756 Onweller 6/9/98 

6/2/98 

v 
-~...;> 

Pages, Columns, Lines, 
Where Relevant Passages or 

Relevant Figures Appear 

~ 
~ DATE CONSIDERED 1/1-- "]Jelf 

*EXAMINER: Initia reference considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in 
Include copy of this form with next comrnu_!lication to applicant(s). 

Q:\Clients\Boeing IP (03004)\8001\Us00\SB08l.doc 
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Please type a plus sign ( +) inside this box -7 [8 PTO/SB/08A 

Appro.. I or use through 1 0/3li99. OMB 0651-0031 
Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE 

COMPLETE IF KNOWN 

Application Number 09/629,576 
Confirmation Number 

Filin Date July 31, 2000 

(use as many sheets as necessary) First Named Inventor 

Grou Art Unit *Z \ ~ 

Examiner Name W 0 tJ 
3 of 5 Attorney Docket No. 030048001 US 

*EXAMI~R I Cite U.S. Patent Docun:ent 
INITIALS No. NUMBER Kmd Code 

(if known) 

~ AA 

Ott~ AB 

~) AC 

~ AD 

}];;) AE 

{jyvJIAF 

~) 

~ 
'tvJ 
0,~) 

(4-v 
u. 
t;tvJ 

7] 

AG 

AH 

AI 

AJ 

AK 

AL 

A.\1 

AN 

5,754,830. 

5,737,526 

5,734,86$/ 

5,732,219. 

5,732,074 

5,696,906." 

5,673,26~ 

5,636,371 

5,568,4~-Y 
5,535,19~ 

5,426,631 

5,309,43-,/ 

U.S. PATENT DOCUMENTS 

Name of Patentee or Applicant 
of Cited Document 

Butts et al. 

Periasamy et al. 

Yu 

Blumer et al. 

Spall! r et al. 

Mahany 

Guptaet al. 

Yu 

Sitbon et al. 

Amrietal. 

Derbyet al. 

Perlman et al. 

Date of Publication of Cited Pages, Colunms, Lines, 
Where Relevant Passages or 

Relevant Figures Appear Document 

5/19/98 

4/7/98 

3/31/98 

3/24/98 

3/24/98 
.- -fP"l!\ i/~f"\ 

12/9/97 Hlt:vc.~vcu 

9/30/97 /lJPR 2 4 ZOOZ 
6/3/97 T.af\h!holnnv Center 2100 

fV"dl"•lil--..---vJ 

10/22/96 

7/9/96 

6/20/95 

5/3/94 

FOREIGN PATENT DOCUMENTS 

*EXAMI~R I Cite 
INITIALS No. I Office 

Foreign Patent Document 
Kind Code 

Number (ifknown) 

Name of Patentee or Applicant 
of Cited Document 

Date of Publication of 

Cited Document 

Pages, Colunms, Lines, Where 
Relevant Passages or Relevant I T 

Figures Appear 

AO 
__j__ 

*EXAM~R I Cite 
INITIALS No. 

w AP 

l~ AQ 

l__ I 
OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS 
Include name of the author (in CAPITAL LEITERS), title of the article (when appropriate), title of the item (book, magazine, 

journal, serial, symposium, catalog, etc.), date, page(s), volumeOissue number(s), publisher, city and/or country where published. 

Murphy,.Patricia, A., ''The Next Generation Networking Paradigm: Producer/Consumer Model, 11 

Dedicated Systems Magazine- 2000 (pages 26-28) 

The-Gamer's Guide, ''First-Person Shooters," October 20, 1998 (4 pages) 

'Jr, The O'R~illy Network, "Gnutella: Alive, Well, and Changing Fast, 11 January 25, 2001 (5 pages) 
AR http://\v\Vw.open2p.com/lpt/... ./""1 

[1\.ccggsed 1/29/02~, / J 

EXAMINER ~J) ·""/ I_ DATE CONSIDERED 

I /-z 5 /of 

T 

*EXAMINER: Jhitd.I if refere~e considered, whether or not criteria is in conformance with MPEP 609. 

cbJormance and not considered. Include copy ofthisform with next c<>_mmunication to applicant(s). 

Draw line through citation if not in 

Q:\Ciients\Boeing IP (03004)\800 1 \Us00\SB082.doc 
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Please type a plus sign ( +) inside this box -7 G PTO/SB/08A 

Appro\ .. ~or use through 10/31/99. OMB 0651-0031 
Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE - COMPLETE IF KNOWN .. :) I ,o 

Su~t or form l449AIPTO Application Nllll1ber 09/629,576 
O) &s INFORMATION DISCLOSURE Confinmition Number 

' 2 3 {OOz kJ)sTATEMENT BY APPLICANT Filing Date July 31, 2000 

14, (use as many sheets as necessary) First Named btventor Virgil E. Bourassa 
x~ Group Art Unit '2.\ ss ~DEMAY..*~«: 

Examiner Name vuo--r-J Ak<; -
Sheet I 4 I of 5 Attorney Docket No. 03004800 1 us 

,-

U.S. PATENT DOCUMENTS 
*EXAMINER Cite U.S. Patent Document Name of Patentee or Applicant Date ofPublication of Cited Pages, Columns, Lines, 

.. 
No. NUMBER Kind Code of Cited Document 

Where Relevant Passages or 
INITIALS Document Relevant Figures Appear 

(if known) 

AA I 
FOREIGN PATENT DOCUMENTS 

*EXAMINER Cite Foreign Patent Document Name ofPatentee or Applicant Date of Publication of 
Pages, Columns, Lines, Where 

.. 
No. Kind Code of Cited DociUTient 

Relevant Passages or Relevant T 
INITIALS Cited DociUTient Figures Appear 

Office Numper (if known} 

AB I I 
OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS 

*'EXAMINER Cite Include name of the author (in CAPITAL LETTERS), title of the article (when appropriate), title ofthe item (book, magazine, 
T .. 

INITIALS No. journal, serial, symposium, catalog, etc.), date, page(s), volumeOissue number(s), publisher, city and/or country where published. 

Or~, AJtdy, 11Gnutella and Freenet Represents True Technological Innovation, 11 May 12, 2000 (7 pages) 

ttJ AC The O'Reilly Network RECEtVED http://www.oreillynet.com/lpt. .. 
[Accessed 1/29/02] .. ""''""' n. A 1)00') 

v 
Internet:Working Technologies Handbook, Chapter 43 (pages 43-1 - 43-16) ~t"K 1.J ·l± LUU~ 

~ AD Technology Cenier 21 t o 
v Oram, Andy, 11Peer-to-Peer Makes the Internet Interesting Again, 11 September 22, 2000 (7 pages) 

;r) AE The.O'Reilly Network 
http :1/linux. oreillynet. com/lpt. .. 
[Accessed 1/29/02] 
Monte, Richard, "The _R~dom_Walk.. for J:!.!lnunies, 11MIT Undergraduate Journal of Mathematics (pages 143-

~ AF 148)" 

v ~vii.san, R., "XDR: External Data Representation Standard," Sun Microsystems, August 1995 (20 pages) 

ov AG I tnet RFC/STDIFYI/BCP Archives 
1 ttp://www.faqs.org/rfcs/rfc1832.html 
[Accessed 1/29/02] 
A J?atabeam Corporate White Paper, 11 A Primer on the T.120 Series Standards," Copyright 1995 (pages 1-16) 

~v AH 

u Kessler, Gary, C., 11An Overview ofTCP/IP Protocols and the Internet!' April23,_1999 (23 pages) 

~ 
AI Hill Associates, Inc. 

http://www. hill.com/library/publications/t. .. 
[Accessed 1/29/02] 

Jru Bondy, J.~and Murty, U.S.R., "Graph Theory with Applications, 11 Chapters 1-3 (pages 1-47}, 1976 

AJ Ameri1Ir· lsevier Publishing C~, New York, New York . 
fi/) /i 

'EXAMINER u ~cJJ~I i DATE CONSIDERED 

I -2.--tj ·- 0 f 17 
*EXAMINER: ktl if refere~l. considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in 

ormance and not considered. Include copy ofthis form with next communication to applicant(s). 

Q:\Ciients\Boeing IP (03004)\800 1 \Us00\SB083.doc 

0109



Please type a plus sign ( +) inside this box -7 [B PTO/SB/08A 
Apprc· ror use through 10/31/99. OMB 0651-0031 

Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE 

- COMPLETE IF KNOWN 
~0 tAt rform l449AIPTO Application Number 09/629,576 

NFORMATION DISCLOSURE Confinn~tion NUmber 

rp/( 2 3 ~ ~TATEMENT BY APPLICANT Filin2 Date July 31, 2000 \ ' 11# (use as many sheets as necessary) First Named Inventor Virgil E. Bourassa 

~~ Group Art Unit '2\~S 
9'4DFutr.r;\'f.. \)(. Examiner Name t.UON - I I Sheet 5 of 5 Attorney Docket No. 030048001 us 

U.S. PATENT DOCUMENTS *5 
*EXAMINER Cite U_S_ Patent Document Name of Patentee or Applicant Date of Publication of Cited 

Pages, Columns, Lines, 

* No_ NUMBER Kind Code of Cited Document 
Where Relevant Passages or 

INITIALS Document Relevant Figures Appear 
(if known) 

AA 

AB 

FOREIGN PATENT DOCUMENTS 
*EXAMINER Cite Foreign Patent Document Name of Patentee or Applicant Date of Publication of 

Pages, Columns, Lines, Where 
.. 

No. Kind Code of Cited Document 
Relevant Passages or Relevant T 

INITIALS Cited Document Figures Appear 
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REUABLE BROADCAST IN 1\'IOBILE \VIRELESS NET\VORKS1 

S. Alagar and S. Venkatesan 
Depanment of Computer Science. University of Texas at Dallas 

FUchardson, TJC 75083 

J. R. Cleveland 
C3 Systems Division, Electrospace Systems, Inc., A Chrysler Company 

Richardson, TX 75081 

ABSTRACT· 

This paper presents preliminary results of our research on 
wireless networking that supports reliable- communications 
between nomadic hosts engaged in distributed computing and 
collaborative conferencing. Our network model consists of a 
set of low-power, radio frequency (RF) transceivers which 
move relative to each other across an irregular terrain subject 
to RF propagation impairments. The low transmitter power 
defines a radio coverage which limits the probability of 
intercept and the number of neighbors but optimizes frequency 
reuse. The combination of low power and propagation 
environment produces a network characterized by stochastic 
link failures. The rapidity of these failures and perturbations 
to the network topology defeats the use of routing policies 
based on maintaining routing tables or detennining least cost 
paths. With these conditions as the background, our work 
addresses the need to provide reliable information exchange, 
mitigate bottlenecks, avoid excessive traffic. and offer scalable 
services without the benefit of static base station or fixed 
backbone support. Meeting such challenges demands a robust. 
flexible infonnation transport system that delivers all required 
information for diverse operational scenarios. The approach 
emphasizes the importance of achieving guaranteed delivery 
across a network of limited size operating in a hostile 
environment rather than obtaining a high throughput per unit 
area, typical of commercial enterprises. 

The basic premise of the protocol is that host mobility and 
terrain prevents a priori knowledge of any host location and 
optimum path. Message broadcasting, or flood routing, 
provides the means for reliable delivery of information in the 
presence of uncertain connectivity and node ]ocations. 
Knowledge of the network results, instead, from a measure of 
transmitted and received message traffic. Central to the 
protocol is the provision for each mobiJe host to retain a 
HISTORY of messages broadcast to and received from its 
neighbor(s). A host which receives a message broadcasts an 

acknowledgment to the sender} updates its local HISTORY, and 
then retransmits the message if it is not a duplicate message. 
Duplicated messages are discarded. If a sending host does not 
receive an acknowledgment from a neighbor within a certain 
time. it timeouts and resends the message. If a host does not 
receive an acknowledgment after several retries, it assumes that 
the link disconnection is not transient and stops sending the 
message. When a host detects a new neighbor, a handshake 
procedure results in the exchange of active messages not 
conunon to the respective HISTORY of each host. Once the 
handshake procedure terminates, the contents of the HISTORY 
for each host are identical. Thus, using handshake procedures, 
mobile hosts receive messages that they did not receive · 
previously due to link disconnections. Idle hosts will 
periodically broadcast a sounding message to maintain their 
network presence. 

I. INTRODUCTION. Winning the infonnation war with 
complete and up-to-date intelligence is vital to the entire 
spectrum of possible operational requirements, whether 
engaged in war or corporate strategic planning. Milimry 
commanders engaged in rapid force projection, as well as 
public safety officers, medical staff, and corporate managers, 
demand accurate information regardless of location or 
situation. Each requires a clear and accurate picture of a 
changing situation to reach well-informed decisions and 
successful conclusion. Infonnation must flow throughout the 
network toward the users at each level of the management 
hiernrchy whether at the sustaining base or at the forward most 
part of the missibn. Participating staff must have the capability 
to acquire or send accurate infonnation that defines their space 
and situation. The information transport network must extend 
reliable voice, data, video, and imagery transmissions to 
nomadic users at any location. The availability of assured 
communications directly relates to mission success through 
computing, conferencing, and synchronized tasking while fixed 
or on-the-move. Invariably, this critical information is required 
when communications services nonnally provided by a reliable, 

1This research was supponed in pan by NSF under Grant No. CRR-9110 177, by the Texas Advanced Technology Program under Grant No. 
9741-036, and by a grnnt from Elecrrospace Systems, Inc., a Chrysler Company. 
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fixed infrastructure are unavailable or severely degraded. 

I 

The wireless networking of mobile (i.e., nomadic) subscribers 
is an emerging paradigm in the field of distributed connnand, 
control, and· computing, with the potential to improve 
command and control responsiveness. In our context, the 
phrase "mobile wireless network'' means that the network does 
not contain any static support stations. This network model 
supports the needs of subscribers to mobile command posts 
and mobile satellite ground entry points. In this role, the 
network must provide reliable information transfer, mitigate 
bottlenecks, avoid excessive traffic, offer scalable services, 
and, above all, adapt to dynamic topologies. The RF coverage 
area should conform as closely as possible to the area over 
which subscribers move, thereby offering a low probability of 
detection and improving frequency re-use. Low-cost 
implementation and operation are criticaL 

Nomadic wireless networks currently are characterized by 
limited bandwidth and frequent changes in link connectivity. 
The challenge is· to aUow updates from multiple users 
simultaneously, but only for those users that require the 
service. The major requirements include the capability to: 
minimize updates, provide fault-tolerant service, provide 
service scalability, and minimize communication and 
computation overhead. Many of the algorithms that assume 
static hosts or well-defined point-to-point links cannot be 
directly used for mobile systems due to the changes in physical 
connectivity and limited bandwidth of the wireless links. This 
has spawned considerable research in mobile computing: 
designing communication protocols [1, 2, 3, 4]t file system 
operations [5, 6], managing data efficiently [7, 8], and 
providing fault tolerance [9]. Most research on these topics is 
based on a model in which the mobile hosts are supported by 
static base stations such as cellular telephony or personal 
communications systems (PCS). A typical PCS topology takes 
the form of a single-hop network in which each host is within 
radio range of the base station or all other hosts. In this paper, 
we consider the problem of providing reliable broadcast in 
mobile wireless networks where single-hop and known 
topologies may not exist. Applications include disaster relief 
operations, highly mobile military or law enforcement 
operations, and rapid response contingency operations where 
it is not economical to place suppon stations. 

2. WIRELESS NETWORK MODEL. The model of the 
mobile wireless network consists of several mobile hosts 
distributed over an irregular terrain (Figure 1). The mobile 
hosts use low-power transmitters and novel, efficient receivers 
[1 0] to communicate. Emerging technologies and products for 
PCS applications that operate in the ISM bands with a 
transmitter power of 1 W [ 11] provide the basis for practical 

BNSDOCID: <XP _10153965A_I_> 
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implementation. In this network concept, the cell of a mobile 
host is the geographical area within which the mobile hosts can 
directly communicate with other mobile hosts. Note that the 
cell of a host does not remain fixed, but moves with eacli 
attached host. The nominal cell size (R) is determined by a 
path loss model that denotes the local average received signal 
power relative to the transmit power. A general path loss (PL) 
model that has been demonstrated through measurement uses 
a parameter 2s 1.1 :-:; 5 [ 12] to denote the power law relationship 
between distance and received power. Based on both analysis 
and measured results, p::: 4 for the microcell propagation 
environment beyond a characteristic distance R0 • The power 
law model takes the form [13]: 

PL(R) =· PL(RD) + 10~ log(RIR
0
)+X

0 (1) 

where PL(R,) gives the power Joss at the characteristic distance 
Ra and X, denotes a zero mean Gaussian random variable that 
reflects the fluctuations in average received power. Nelson and 
Kleir~rock [14] show that for a slotted ALOHA network 
protocol, the optimum throughput occurs with a cell size 
defined by a range that includes an average of six nearest 
neighbors. Their results are reproduced in Figure 2. These 
results assume a. random distribution of nodes across the 
terrain 2nd a perfect capture condition. Perfect capture occurs 
when a node wiU always receive and detect the strongest of 
several simultaneous transmissions within its hearing range. 
The weaker signals appear as noise to the detection process. A 
non-caputre condition occurs if simultaneous transmissions 
always result in collisions. The reduced power suppons 
frequency reuset as well as low probability of detection. Their 
analysis also shows that mobile hosts with sufficient 

~ ---~, -- / \ - / \ 
I
I ''' ~/..! .._ I \ , hl-,~d 

- I l ~ -- '\ I ~ 

-u==--~,' 
Figure 1. Model of a wireless computer network that 
experiences link failures due to range limitations and terrain 
impairments. 
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Figure 2. NonnaJized throughput for perfect capture with the 
· slotted ALOHA protocol versus the avemge number of nearest 
neighbors for different probabilities that a node is busy. 

transmitter power to reach all other hosts (i.e., a single-hop 
network) suppon a significantly lower throughput. 

Detecting Neighbors. Neighbors are detected by a strategy 
common to a general class of survivable and adaptive network 
protocols that use sounding procedures [15, 16]. Two mobile 
hosts are neighbors if they can uhear" each other. Each host 
detects its neighbors. by periodically broadcasting a probe 

(a) , .-- ... 
... - ,. .... .,.., ... 

; ,-... I ' \. 

I/; .,. ..L v ) ~; ....... ~ ' ' \ ,, ,, ,,,'\ ,.,) ~ r v ·~b ,c l ( • 

1\ ~~ e :~I \I ' 
,, Je'~t ~J \ ..at'\ e , \o I "" _ U ; I 

\ '-""' ' '.....il- ""'; I 
---- ... J ' .... J ..... , , 

"'- '-.,./ .,.. -#I' ... -; --
; ... - ... .. fb) ; ..- - - .... 

CONNECTED 

r::tJ 

I '* ~ ...... J \. 

I / ; \A::. \ SEGMENTED 

I,. ~ T .-A - .... lm~~~~: ..- - ' 1 
... I '• ' ,,.,;;,, • - I 121 I 

,' \:~~ =_lr]~f--~·-- ~" 
,_..)..- _,, , ...... __ .... ..... ___ ., 

Figure 3. Examples of (a} a fully connected mobile wireless 
network and (b) a decomposed network due to mobility of 
hosts c and f. The shaded region indicates the common area 
within the range of hosts c and/ and the rest of the network. 
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message. A host that hears a probe message sends an 
acknowledgment to the probing host. Every host maintains a 
list of neighbors and periodically updates the list based on 
acknowledgments received. When two hosts become 
neighbors, a wireless link is established between them, and they 
execute a handshake procedure. As part of the handshake 
procedure, they each update their list of neighbors. 

Link Disconnections. The wireless link between two neighbors 
is unreliable due to RF propagation effects such as loss of line
of-sight (LOS), moving out of range, multipath fading, or 
fuclement Vieather. There are two types of link disconnections: 
(1) transient and {2) pennanent. In the transient case, a host is 
unable to communicate briefly with a neighbor due to: (a) the 
neighbor moving out of sight; {b) multipath fading; or (c) 
inclement weather. Multipath fading has a time dependence 
that varies from microseconds to seconds, depending on the 
terrain and the host velocity [ 17]. Fade depths range up to 20 · 
dB. The stochastic behavior of such transient link 
disconnections is very similar to that encountered for high 
frequency radio networks [18]. In the permanent case, a host 
is unable to communicate with a neighbor because their 
separation exceeds the range described by the cell geometry. 
We assume that each mobile host can communicate with an 
arbitrary mobile host in its cell without any interference (from 
other mobile hosts in the same cell) using techniques such as 
TDMA or code division multiple access (CDMA) spread 
spectrum signa1ing. One such technique is presented in [16]. 

3. BROADCAST CONSIDERATIONS. Terrestrial 
networks provide the means to manage RF spectrum utilization 
to minimize the inherent latency for transmission, the 
probability of detection. and the cost of utilization not afforded 
by satellite services. Reliable broadcast in a mobile wireless 
network is not easy due to the following reasons: (1) It may be 
difficult to maintain a convenient structure (spanning tree, 
virtual ring) for broadcasting because of the mobility of hosts 
and the absence of an established backbone network. While an 
adaptive algorithm can be used to maintain the structure, the 
small cell size leads to cases where two neighbors may 
frequently move out of each others' range leading to the 
invocation of the adaptive algorithm frequently. (2) The 
wireless network itself may not be connected always (see 
Figure 3). They may be decomposed into several connected 
components for a while and merge after some time {we assume 
"quite often,). We also assume that permanent disconnections 
do not occur. In the next section we present a preliminary 
solution for reliable broadcast in mobile wireless network. Our 
solution is based on simple (restricted) flooding and 
handshaking. 

Hooding ultimately involves transmitting the message to every 
I 
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node in the network, which is a disadvantage, particularly for 
large networks. The main advantage of flooding is that there 
is little explicit o~erhead and network management. As a 
consequence, no provisions are made to store or maintain 
routing or management data. Instead, hosts keep track of 
individual messages received and determine whether or not to 

retransmit the message. It is well suited to network 
requirements for highly mobile user groups on the digitized 
battlefield or in disaster relief operations where there is a need 
for reliable delivery in the presence of uncertain com1ectivity 
and rapid topology changes [19]. 

4. BROADCAST PROTOCOL. To broadcast a message, 
a mobile host transmits the message to all of its neighbors. On 
receiving a broadcast message. an intermediate mobile host 
retrammits the message to all of its neighbors. The technique 
would suffice if the network remained connected forever. 
Additional steps are necessary to cope with network link 
disconnections. 

For example, mobile host hi maintains a sequence counter. 
CNTi. At any instant. the value of CNTi denotes the number of 
messages broadcast by host 111• CNTi is incremented when h1 

is about to broadcast a new message. In addition, host hi 
maintains a history of messages (HISTORYi) it has broadcast 
as well as received from other hosts. The j'h component of 
HISTORY, contains infonnation about messages broadcast 
from h1 and received from h1. A rebroadcast count and a time 
stamp provide the means to limit the propagation of the 
message in a large network. 

A sample pictorial representation of HISTORY, is shown in 
Figure 4. Host hi has received messages 1 and 4. but not 

j k 

21 21 21 

22 22 22 

23 23 23 

24 24 24 

• DENOTES MESSAGE RECEIVED 

D DENOTES MESSAGE NOT RECEIVED 

Figure 4. A snapshot of the status of the HISTORY1 showing 
messages stored in hi• hi and h1• 
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messages 2 and 3. Similarly, h1 has received messages 2 and 
4 from hb but not messages 1 and 3. It is easy to maintain 
HISTORY, for _each h, as an array of lists. We now describe 
our solution for reliable broadcast. 

Normal Operation. Let us assume that host hi wants to 
broadcast message m. The following occurs: 

• Host hi first increments CNlj and then transmits message 
(m, h1, CNTJ to all neighbors. It also stores (m , hi , CNTi) 
in a buffer locally. 

• When host hi receives message (m , It, • CN'I;), it sends an 
acknowledgment to the sender, updates the i'" component of 
HISTOR~ and buffers the message locally. Hos~h then 
retransmits the message (m, hi, CNTi) to its neighbors. 

• If h1 receives another copy of (m , h, , CNT J, it discards the 
message, but sends an acknowledgment to the sender. 

• A mobile host h, after sending a message (m , hi , CNT ~ to 
its neighbors, waits for acknowledgments from all of its 
neighbors. If h does not receive acknowledgment from a 
neighbor within a certain time, h timeouts and resend.s the 
message (with a hope that link disconnection is transient). If 
h does not receive acknowledgment after several retries, h 
assumes that the link disconnection is not transient and stops 
sending the message. 

During periods of heavy message exchange activity. this 
strategy substitutes for the polling or sounding procedure 
described in Section 2. 

Handshake Procedure. When host h1 detects a new neighbor, 
h .. , a handshake procedure is executed by hosts hi and h~;: 

• h1 sends HISTORY1 to hk and receives HISTORY1 from hk' 
• hicompares HISTORY,; with HISTOR~ to identify messages 

available in HISTORY" but not in HISTORY .to and broadcasts 
those messages. Host h~: does likewise. 

• ht then receives the "new" messages send by hi and updates 
HISTORY~:- h1does the same for messages received from hk' 
also sends these •'newn messages to other neighbors. 

At the conclusion of the handshake procedure, the contents of 
HISTOR~ and HISTORYk are equal. Thus, using handshake 
procedure, mobile hosts receive messages that they did not 
receive due to link disconnections. The size of HISTORY 
stored at each h can be reduced as follows. If the first message 
received by h1 from hk is CNT k =t then it is sufficient for the k1

h 

component of HISTORY, to start from t. Storage for entry of 
messages 1 tot- 1 need not be provided. Funher optimization 
can be done by storing either the HISTORY of messages 
received or the HISTORY messages not received depending on 
which list is smaller. 
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. 5. CONCLUSIONS AND FUTURE WORK. We have 
presented a protocol model designed to achieve assured 
delivery of information in a multi-hop nomadic wireless 
network. To mitigate a handicap of flood routing, the protocol 
includes a mechanism to restrict the retransmission of 
messages. The protocol accounts for the remporacy separation 
of a node, or node segments. from other network members. 
Our continued research is devoted to methods which improve 
the protocol efficiency given the limitation of flood routing. In 
order to reduce the size of the buffer at each mobile host, a 
buffered message can be deleted after it is received by all the 
hosts. For each message a host receives. the host sends an 
acknowledgment to the sender of the message. Once 
acknowledgments from all hosts have reached the originator, 
the originator can direct the hosts to delete the message from 
the buffer [2]. To this end, we may have to broadcast and 
buffer acknowledgments also, which will increase the overhead. 

. One of our objectives is to design an efficient acknowledgment 
policy that does not adversely increase the congestion and 
storage required at each host. Another option in deleting the 
buffered messages is to use timeouts, but this may not be 
suitable in critical applications where messages cannot be lost. 
Also the timeout period has to be chosen carefully 
(mcorporating the mobility and link disconnections) so that the 
probability of message loss is very low. Some related research 
issues are: (1) deriving the necessary conditions. with respect 
to the host mobility pattern for our protocol to work; (2) 
identifying structures that are easy to maintain and are suitable 
for broadcasting; and (3} designing efficient routing schemes 
for unicasting messages. 

We are investigating the efficiency and performance 
characteristics of survivable and adaptive network protocols 
with computer simulation techniques. Preliminary results will 
be reported on the evaluation of the algorithm in tenns of 
message delay and acknowledgment overhead for different 
network sizes and routing restrictions. Our preliminary results 
indicate the viability of the message management protocol for 
collaborative computing in a dynamic computer network 
topology when the reliability of infonnation is paramount. 
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An adaptive link assignment scheme for dynamically 
changing communication node topologies such as satel
lite networks, fleets of ships or aircraft, etc. Periodically 
each node in the network transmits topology informa· 
tion to· all the nodes in the network. Then each node 
determines the degree of connectivity of the network. It 
is preferred that the network be at least triconnected, 
and if the network is less than that each node determines 
what connections it can make to improve the network 
connectivity. If more than one alternative is available, a 
choice is made based on line of sight endurance and 
then on traffic delay. The identification of the selected 
connection is then broadcast to all the nodes in the 
network. Each node thus receives the proposed changes 
from all the network nodes. and each node then resolves 
conflicts between the broadcast selections and deter
mines what change it should make. Finally, the changes 
are implemented. The scheme emphasizes network con
nectivity to bring the network to a triconnected state 
and then emphasizes line of sight endurance and reduc
tion of traffic delay. 
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ADAPTIVE UNK ASSIGNMENT FOR A DYNAMIC 
COMMUNICATION NEI'WORK 

The U.S. government has rights in the present inven- S 
tion under NRL Contract N00014-86C-2056. 

BACKGROUND OF THE INVENTION 

tiona! detail is presented in the Harris Corporation 
ADNMS Technical Report .. Selected Algorithm De· 
scription," dated Nov. S, 1987 and prepared for The 
Naval Research Laboratory under Contract No. 
N00014-86-C-2056. The present invention considers key 
aspects of the matter and presents an improved algo
rithm. 

SUMMARY OF THE INVENTION The present invention relates in general to communi- _ 
cations systems and is particularly directed to an adapt· IO The present invention is concerned with a distributed 
ive link assignment scheme for dynamically changing and dynamic version of such a problem. The number of 
communication node topologies. distinct assignments in a network having n nodes is on 

In multistation or multinode communication net- the order of (n!}. As a consequence, an exhaustive 
works it is essential to maintain communication patbs search to fmd the best network topology is impractical. 
between nodes to assure that communication can be had IS Instead, the algorithm operates in an incremental fash .. 
between any node in the network and any other node in ion, continually making small changes in topology to 
the network. This is particularly critical in remote com· compensate for predictable link. outages due to nodes 
munication networks such as communication satellite losing line of sight from other nodes. Further, the net-
networks. While equipment malfunction can result in work rapidly reestablishes communication in the event 
loss of a communication link, in dynamically positioned 20 of massive outages. Consequently, the algorithm is ca-
networks such as satellite networks, communication pable of determining an acceptable topology by search· 
links between nodes can also be lost if the two nodes ing only a fraction of the possible topologies. Heuristic 
move such that they are no longer in line of sight methods are utilized, rather than an exhaustive search, 
(LOS). and less than optimum solutions are accepted so long as 

Generally each node is capable of communication 2S they meet certain minimum criteria. Survivability of the 
over several communication links, which by way of communication network and timely message delivery 
example might be laser links or radio frequency links, or are essential, particularly in military applications. Thus, 
a combination thereof Thus, for example, a communica- the number of discrete or disjoint paths between nodes 
tion satellite might be provided with several antennas and the message delay time are the principal criteria of 
permitting it to have simultaneous communication with 30 concern. With the present invention it is possible to 
several other satellites over separate paths. Problems maintain good topology under stress and to determine 
can ariSe in the assignment of the communication links link assignments with little computational time. 
when there are more LOS neighbors of a node than The present invention thus provides a network topol-
there are communication ports. In such a situation, a ogy that is robust and that carries the desired traffic 
link assignment scheme must be utilized to determine 35 load with low delay. The algorithm emphasizes improv-
the communication links to be established and main- ing the robustness or number of connections of the 
tained. Such a scheme must consider the desired net- network topology if the topology is fragile, even at the 
work connectivity, determine schedules for establishing expense of increased delay. Once the topology is rea-
and disconnecting links, and command the establish- sonably robust, the algorithm optimizes both delay time 
ment and disconnection of links in accordance with 40 and connectivity. Nevertheless, it is easily possible to 
those schedules, all by utilizing the communication emphasize other properties. such as emphasizing reduc-
resources available to the node. tion of delay at the expense of connectivity, if desired. 

A satellite network might include, for example, 48 ·A dynamic network requires_ the use of an adaptive 
satellites. It is desirable that any one of the 48 satellites routing algorithm so that packets in the network will 
be able to communicate with any other of the 48 satel- 45 still be delivered after typical changes in the Jinks, but 
lites. While a single communication path from any one the link assignment algorithm does not rely on the de-
satellite to any other satellite permits such communica- tails of such a routing scheme. An island is defmed to be 
tion, it is desirable that redundant paths be provided to a set of connected nodes, i.e. a set of nodes for which 
assure no loss of communication in the event that a link there is at least on,e path between all pairs of nodes. It is 
is broken, due to either a failure at a node or a failure in SO important that all the nodes in the network be collected 
a link. Thus, although the minimum link assignment that into a single island but it is possible that an unfortunate 
can provide the desired communication is a single path sequence of link outages will split the network into 
between nodes, it is desirable that at least two indepen- multiple is1ands. The present invention utilizes a net· 
dent communication paths be provided between any work management scheme which includes a periodic 
one node and any other node in the network, and it is ss broadcast of a node's connectivity information to all the 
even more preferable that three paths exist so that com- other nodes within its island. This can be achieved ro-
munications can be maintained even in the event of bustly by the use of a constrained flooding algorithm. 
breakdown of two communication paths. Additionally, in accordance with the present inven-

Design considerations of communication paths in tion, all nodes have synchronized timing accurate to 
static networks are discussed in the text Computer Net- 60 within about 100 milliseconds to pennit coordinating of 
works, by A. S. Tanenbaum, Prentice Hall, 1981. The certain actions, such as transmission of the periodic 
paper "A Distributed Link Assignment (Reconstitu- topology update information. Further, each node or 
tion) Algorithm for Space-based SDI Networks,n by J. satellite can determine the locations of all other nodes in 
B. Cain, S. L. Adams, M. D. Noakes, P. J. Knoke, and its island in order to determine its line of sight neighbors 
E. I. Althouse, published at pages 29.2.2-29.2.7 in the 65 This position determination is aided through the peri-
MILCOM '87 Conference Record, October 1987, de- odic topology update information. 
scribes an algorithm for assigning communication links The network of nodes may become partitioned or 
in a dynamic multinode communication network. Addi- fragmented_ in a stressed environment, with the result 
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that it consists of multiple islands with no communica
tion between islands. 

DETAILED DESCRIPTION OF PREFERRED 

The algorithm of the present invention is able to . . . . . . 
work with any scheme that permits the acquisition of The present mventton resides prunarily 10 the adapt· 

EMBODIMENTS 

lost nodes. However it provides direct support for a 5 ive link assisnn:ent system an<f: pr~cess for the member 
'fi d 1 r · 1 d · · · Thi h nodes of a multmode commurucatton network employ-

spec! IC mo e 0 15 an. JOm~g. . 5 sc eme supposes ing conventional communications circuits and compo· 
tha! every node con~ns L tde~ucal ports, any one of nents, and not in the particular detailed configurations 
~hich may be used m a scannmg mode. to se~ch for thereof. Accordingly, the structure, control and ar-
diSConnected nodes. The search may be etther directed, 10 rangement of conventional circuits and components are 
using ephemeris information, or undirected if this infor- illustrated in the drawings by readily understood block 
mation is not available. In later sections of this disclo- diagrams which show only those specific details that are 
sure, in which a specific reduction to practice is detailed pertinent to the present invention, thus not obscuring 
by way of an example, it is assumed that a node will the disclosure of the present invention with structural 
generally attempt to maintain one free port for this ts details which are readily apparent to those skilled in the 
purpose and for implementing link changes. However, art having the benefit of the description herein. Thus, 
this is just one particular approach to node acquisition the bloc~ diagram of illustratio~ of the figures do not 
and the remainder of the algorithm is uot dependent on necessarily represent the mechamcal structural arrange-
this choice. ments of ~e exemplary system but are primarily in-

A goal of the algorithm is to maintain a network that 20 te~ded to illus!rate the maJ~r structur~ componen~ of 
is sufficiently robust. i.e. bas a plurality of redundant this system m a c~nveru~nt functlonal groupt~g, 

th betw all · f od th t 't · 1 whereby the present mvent1on may be more readily pa s een . pam; o n est so a 1 IS rare Y understood. 
necesW?' to acq~e lost nodes. To provide an illustrative example in the description 

Data IS transiDJtted between nodes by a packet com- 2S to follow the communications environment to which 
municatio~ technique in w!llch discrete pac~e!S of data the prese~t invention is applied is described as a satellite 
are transmttt~ from a sending node to a r~tvmg n~e, communications system comprised of a plurality of 
perhaps passmg through one or more mtermediate communications satellites interlinked with one another 
nodes which relay the packet. In addition to da~ each and with a plurality of associated ground stations. How-
packet includes header information which identifies the 30 ever, it should be realized that the invention is not lim· 
receivi!lg node and the packet length, among other ited to use with satellite communications or with this 
things. Topology updating information is transmitted in particular network, but is applicable to any multinode 
separate packets which for example might be initiated network in which communications between source and 
by a periodic timer. The headers of these packets iden- destination nodes may take place over multiple paths 
tify these packets as topology information rather than as 3S through the nodes of the network. It should also be 

~ data. _ noted that the network topology can be either dynamic. 
changing with time, or static, effectively time invariant 

BRIEF DESCRIPTION OF THE ORA WINGS The present invention is particularly advantageous 
Th~ and other aspects and advantages of the pres- when incorporated in the c~mmunic~tions network 

ent invention are more apparent in the following de- 40 w~ere the. networ~ topol~gy IS dynamic! for example 
tailed d · ti d 1 · art' 1 1 h 'd wtth multiple movmg vehicles such as mcraft, space-

. esc~p 0~ an C: auns, P tcu ar Y .w en co?51 - craftt ships, or land vehicles,. and where the various 
ered m conJ_unction Wttb the accompanymg drawmgs. communications stations or nodes, the distances be-
In the dra~ngs: . . . tween nodes, and. the communications paths between 
. FIG. 1 dta~~attcally tllustrates. a multinode sat~l- 4S nodes may vary with time, consequently requiring real 

lite comm.umcations network compnsed of a pluraltty time effective tracking of changes in the network to pol· 
of communications satellites interlinked with one an- ogy. 
other and with a plurality of associated ground stations; In the satellite communications network diagrammat-

FIG. 2 is a block diagram illustration of the communi- ically illustrated in FIG. 1, a plurality of geographically 
cation and digital processing equipment at an individual so distributed terrestrial or ground stations GS communi-
node. whether a ground station or a communications cate with one another by means of a multiplicity of 
satellitet of the communication network of FIG. 1; communications satellites SAT via respective ground to 

FIG. 3 is a two dimensional topology diagram of an satellite or satellite to ground communications paths 
exemplary multinode communication network; Lgs and satellite to satellite communication paths Lsat. 

FIGS. 4 and 5 are graphical representations of com- SS Ground stations GS ~d sate~tes SAT correspond :o 
munication networks helpful in understanding of the the ne~~rk nodes which are linked to one another vra 
present invention: _ transmiSSto~ paths Lgs and ~sat. Each node! whether a 

FIG. 6 sets forth various equations useful in an under- ~ound statto~ GS or ~teUttes S~ ~~ contaJ~ conven-
tand. f th · t' uonal transcetver, tracking, acqwsttton,. and s1gnal pro-

s mg o e mven ton; 60 · · h · bl k d' "- · 
FIGS 7 d 8 1. . f h . . cessmg eqmpment, as s own 10 oc tagram ,orm m 

. ~ ISt process~g steps o e~t1c ~race- FIG. 2. · 
dures use~ m accordance ~1th the prese~t mv7n~on; The typical node depicted in FIG. 2 includes a packet 

FIG. 91S another graphical representation, similar to switch 20 which has a communications bus 23 that com-
FIGS. 4 and 5; municates through an interface unit 24 to a host com-

FIG. 10 is another two dimensional topology dia· 65 puter 30. Computer 30 executes the various user pro-
gram of a multinode communication network; and cesses and is the source or destination of all user data. 

FIG. 11 lists a further processing step in accordance Packet switch 20 sends data packets from host com-
with the present invention. . puter 30 to other nodes, delivers data packets to com-
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puter 30, or relays packets to other nodes. Packet com- a communication link established with each of node 1, 
munication is typically done with use of a set of layered node l, node 3, and, node 5, and has an additional com-
protocols similar to the ,seven layer International Stan· munication port av3.ilable for use in a search mode. 
dards Organization Reference Model of Open System Simi\arly, nodes l, 3, and 5 of FIG. 3 each have four 
Interconnection. In the node of FIG. 2, data link con- s established communication ports and one port used in a 
trol is a low level function oflayer 2 of tne International search mode. Each of nodes 1 and 4 has three estab-
Standards Organization Reference Model and provides lished communication links and one port used in a 
error free transmission of packets. The data link control search mode, leaving each of these two nodes with a 
may be implemented using a standard synchronous data free port. 
link communication protocol. For a more detailed ex- 10 The degree of connectivity or robustness of a graph 
planation of this seven layer model, as well as a number topology is determined by the number of disjoint paths 
of standard protocols that may be employed in accor- between all pairs of nodes in the graph. There are two 
dance with the present invention, attention is directed forms of disjointness. The less stringent of the two is · 
to the above-mentioned book Computer Networla. link. disjointness. Two paths from node A to node B are 

Control processor 21 within packet switch 20 pro- 15 link disjoint if they do not have a common link. Two 
vides basic control of the packet and may be a general paths are node-disjoint if they do not have a node in 
purpose computer. Control processor 21 is primarily common. Two paths that are node disjoint are clearly 
responsible for executing the network layer~ or layer 3, also link disjoint. The major concern during each topol-
protocols. The network layer is a layer in which the link ogy update is whether line-ofsight outages are about to 
assignments are determined. The adaptive link assign- 20 split the network into disjoint islands. In general, the 
ment algorithm of the present invention is executed by network is sufficiently robust that this is extremely un-
control processor 21. likely. However, if this situation has been detected, all 

Associated with control processor 21 is a random the nodes take whatever action may be necessary to 
access memory 22 in which the packet buffers, control prevent the separation. Two link-disjoint paths between 
software, and link assignment tables reside Memory ll ·25 all pairs of nodes in a graph are required to guarantee 
provides temporary storage for packets while control that no single path failure will separate the graph into 
processor 21 is deciding whether to tr~mit the packet islands. Similarly~ two node~isjoint paths between all 
to another node, to deliver the packet to host computer pairs of nodes are required to guarantee that no single 
30, or to relay a received packet to another node. Such node failure will separate the graph into two islands. 
decision is based upon the address in the packet header. 30 A graph is biconnected if there are at least two node. 
The packet routes available to other nodes depend upon disjoint paths between every pair of nodes. Similarly, a 
link asSignments which are updated periodically. graph is triconnected if there are at least three node-dis-

FIG. 2 also shows conventional satellite communica- joint paths between every pair of nodes. 
tions equipment which makes up the physical layer, or Important features of a non-biconnected graph are 
layer 1, of the node, in the form of a transceiver unit 40 3S the sets of biconnected nodes, the articulation points (or 
which contains transmitter, receiver, modulator and separation points), and the bridges. The nodes of a non-
demodulator wuts, tracking telemetry and control units, biconnected graph may be collected into biconnected 
and a clock. These units interface with the packet components. The successive merging of these campo-
switch through conventional data link control compo- nents creates a biconnected graph. FIG. 4 shows a non-
nents. The details of the configuration and operation of 40 biconnected graph with two biconnected components, 
such equipment are unnecessary for an understanding of named component 0 and component 3. The bridge be-
the present invention, and so such details are not set out tween biconnected components and the articulation 
herein. For further information with regard to such. points at each end of the bridge represent the critical 
attention is directed to standard communication texts link and nodes, respectively, any of which will separate 
such as Digital Communications by Satellite, by J. 1. 4S the graph into two or more components if removed. 
Spilker, Prentice Hall, 1977. A simple algorithm is set forth in "Depth-ftrSt Search 

Carrier and bit synchronization may be accomplished and Linear Graph Algorithms" by R. Tar jan, published 
using conventional mechanisms, such as described in in SIAM J. Computing, Vol. 1, June 1972, pp. 146-160, 
the article "Carrier and Bit Synchronization in Data the disclosure of which is incorporated herein by refer-
Communication -A Tutorial Review," by L. E. SO ence. This algoritllm uses a depth·ftrSt search through a 
Franks, IEEE Transacrions on Communications, Vol. graph to fmd sets of biconnected components, sets of 
COM-28, August 1980, pages 1107-1121. Precise timing articulation points, and sets of bridges of a connected 
of node operations may be implemented using tech- graph, doing so in on the order of (n+e) time, where n 
Diques such as described in the articles "Network Ti- is the number of vertices and e is the number of edges. 
ming/Synchronization For Defense Communications," ss This information is required to improve the robustness 
by H. A. Stover, pages 1234-1244 and "Synchroniza- of the graph without a lengthy search process. From 
tion of A Digital Network," by J. Heymen, et al., pages this information it can be seen that the graph of FIG. 4 
1285-1290, IEEE Transactions on Communications~ Vol. can be made biconnected by adding a link from any 
COM-28, August 1980. node in component 0 to any node in component 3, ex-

FIG. 3 illustrates a network having 6 nodes, desig- 60 cept for the articulation points. Thus, for example, a link 
nated 0-5. Any network or. island is named in accor- from node 0 to node 4 will make the entire graph bicon-
dance with the lowest node number within that net- nected. In accordance wit.h the present :invention, a 
work or island. Thus, the network of FIG._3 can .be high priority is assigned to creating at least a bicon-
named network 0. Each node within network 0 of FIG. nected network using this algorithm to ditect the criti-
3 has a plurality of communication ports, illustratively 6S cal additions. 
depicted in FIG. 3 as five ports for each node and so is Once this has been done a considerably more compli-
capable of simultaneous communication over a plurality cated algorithm is used in a similar fashion to produce a 
of communication links. Thus, for example, node 0 has triconnected network. The algorithm is discussed in 
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"Dividing a Graph into Triconnected Components, .. by relayed through the node. Thus, the node considers the 
J. E. Hopcroft and R. E. Tarjan, published in SIAM J. effect on delay of all traffic transmitted by it This allows 
Computing, Vol. 2, September 1973, pp. 135-158, the a node to determine the approximate effect of link as-
disclosure of which is incorporated herein by reference. signment decisions made by it on average packet delay. 
This algorithin also uses a depth-frrst search and runs in S The link metric to be used for link (m,k) is denoted by 
on the order of (n +e) time. The _algori~hm fmds tric~m- Qmk(fmk)· This value reflects propagation, transmission, 
ne~t7d c01_nponents and. sep~rat10n pmrs A separation and queueing delays. 
p~1r IS a ~~r of nodes w~ch, 1f removed from the graph, The link assignment algorithm is used with an adapt-
will partttton the graph mto ~wo. or more compo?ents. ive routing algorithm in order to provide robust data 
'f!lus. the graph of FIG. 5 ts ~•connected, but 1t has 10 delivery. Adaptation of routing tables is done in re-
t~conn~ted components. In this example ~be separa- sponse to changes in traffic loads and topological 
tton pallS are (2, 3) and ( 4, 5), and the trtconnected changes. The link assignment algorithm does not at-
c;-mponents are (0, 1, 2, ~) ~d (4, 5, 6, 7). ~esc algo- tempt to respond as quickly to changes in traffic pat· 
f'!'~ can be use?- to rapidly unp:ove a ~ph 5 connec- terns as does the adaptive routing algorithm, because 
!Jvtty;_ however, 1t ap~ to be unpracttcal t~ ~eneral- lS modifications to the topology are more difficult than 
1ZC this ~pproach to high7r _levels of connecti~lty. ~- changes to routing. 
yond. this level of connect:VIty more c;ompute mtenstve The oal is to minimize as closely as possible the total 
algonthms are necessary m order to unprove network . g . . . . 
robustness, and, generally, a triconnected network is delay m the network, !.e. to mlllllDlZe the ~alue 0 1 as 

·d ed d uat 1 robust computed by the equatton of FIG. 6.1. However, a node cons1 er a eq e y • 20 · · 
If more than one new link is available to provide an cannot do this dtrectly ~d exact~y beca~e the node 

improved level of connectivity, various .. tie breakers•• does not have the glob~ mfo~auon requtred to com-
are available. The following discussion will focus on pute Dm at other nodes m the Isl.and. Instead, the effects. 
two particular metrics that will tend to lead to i.m- o~ the network of flow transiDltted from .th~ node are 
Proved network topologt·es. However the invention directly modelled. Any node m evaluates 1ts rmpact on 

• 25 ob · ·· · r disclosed does not depend on the precise formulation of t Y constructmg a nurumum cost spanmng tree rom 
these heuristics. Other metrics that capture important node m. . . 
characteristics of a network may be accommodated. L~t fik be the long term average flow on hnk. (t,k), and 

In any network, some potential paths will have LOS let tim~ ~e totallo_n~ tern: average traffic at node m 
visibility for a longer period of time than others. It is 30 for destmatton node J, mcluding both the traffic sourc7d 
important that the topology have enduring connectiv- at node m and the traff!c relayed or forward7d by tt. 
ity. and so links with a long-term LOS visibility are The shortest path spannmg tree from node m ts gener-
more valuable than links with only short-term visibility. ated using an algorithm set forth in "A Note on Two 
Let TLDSy be the length of time that nodes i and j will Problems in Connection with Graphs," by E. Dijkstra, 
have LOS .visibility. This number can range from 0 to 35 Numer. Ma_rh., Vol. I, P~· 269-271, 1_959. Then the 
co dependmg on orbital parameters of the nodes. In value DmT ts computed usmg the equatton of FIG. 6.2 
order to establish a new link, there is an acquisition which weights the routing tree by the amount of traffic 
overhead {which is a function of the link technology) Tjm at node m for all destinations Note that by including 
that can help to defme a lower limit TLOSmin for LOS Tjm as a weighing term, this metric favors topologies in 
visibility below which it is not useful to establish a new 

40 
which there are direct connections from node m to the 

link. Likewise. there is an upper limit TLOSmax beyond destinations with the largest amount of traffic. After 
which all LOS endurance can be considered equivalent. computing this metric for the current topology, onewmT 
One way in which the quality of the endurance of the is found using new minimum cost spanning trees. The 
LOS visibility can be rated is the following link durabil- improvement is given by: 
ity measure, having four categories: 

QLOS 

I 
2 
l 
4 

TminLOS 
Tm;u~t6LOS 
TmtJXL4LOS 
TiJLOS 

Endurance 

<TqLOS 
<TiJLOS 
<TlOS 
<TmaxLOS 

<T max!16LOS 
<Tmaxi4LOS 
<Tmru:LOS 

45 
A DmT = DmT - D:,';. 

If a Dmris positive, then the change reduces the delay, 
and the ability of the network to carry the traffic is 

so improved. Wh~n a link is added from node m to node j, 
it must be given a fictitious traffic flow for the purposes 
of this calculation. The link utilization is set equal to the 

·Any potential link (i-j) having TLDSij<TLDS min is auto- average link utilization _on the _other links from node m. 
matically rejected. This quality measure can be used as When the network IS relatively weakly connected, 
a tie-breaker for competing connections that might ss the connectivity algorithms direct the changes to im-
otherwise provide equivalent connectivity. prove connectivity, with tie-breakers based on the LOS 

The above link connectivity metric is based entirely durability and the delay metric. The potential connec-
on the distribution of node-disjoint paths. While this tion with the highest link durability metric, QLDSij, is 
permits the construction of a network that is tolerant of chosen. In case there are multiple link in the same class, 
failures, it is clear that the link assignment algorithm 60 the link with the best delay metric improvement is se-
should also make changes to respond to dynamic lected. This strategy emphasizes improvfng connectiv-
changes in traffic requirements. A delay metric can be ity so long as the network is less than tri-connected. 
combined with the connectivity metric to create an Once the island becomes triconnected, the algorithm 
overall topology metric by which to judge the network. gives more emphasis to improving del~y. This is done 

A representative delay metric may be computed 65 with a combined metric that reflects both delay ·and 
using only traffic data available at each node. In particu- connectivity. The connectivity metric used is the distri· 
lar, the calculation at each node is based solely on the bution of link-disjoint paths. Because of the difference 
traffic sourced at that node and on traffic forwarded or in units of the two metrics, they are normalized to pro-

BNSDOCID: <US_4912656A1_1_> 

0137



9 
4,912,656 

10 
vide the fractional change prior to combination. The using the algorithm described below. A unique number 
overall strategy is, thus, that when the network is single in the range~ to N't, where N is the number of nodes 
connected, emphasis is given to establishing new paths in the island, is assigned to every node. This value is 
that make the network biconnected, with I...OS endur- used'in conjunction with an iteration counter to assign 

..... ance and delay used as tie breakers; when the network S rotating priorities to each node. A small amount of 
is ~iconnected, ~mphasis is given to making the n:twork arbitration must occur to reassign node numbers, align 
tnconnected, wtth LOS endurance and delay agam used iteration counters and so on. 
as tie b~e~ers! and when the n.etwork. is tri~o~ec~ed, The connectivi~y iinprovement algorithm is run once 
emphasts IS gtven equally to tmprovmg distnbutton, per topology update cycle. It consists of four loosely 
LOS endurance, and ~el'!Y· . 10 coupled subframes~ Evaluate Alternatives, Broadcast 
~en the networ~ IS tnconnected! the met~cs ~be Selections, Resolve Conflict, and .Initiate Link Estab-

combmed by summmg. the noi1118li;zed fraction~ un- lishment, as shown in FIG. 7. "DiSpatch on" indicates 
provement. 0~ each metnc. The fract!onal change m the that the arrival of the specified timer signal should cause 
delay metnc 15 ~~fmed by. the equations of FIG. 6·3·. the associated rocedure to run. Durin the Evaluate 

The connecttvtty metnc computes the number of 15 . P g 
pairs of nodes with single link-disjoint paths. the num- Altemattves subfram7, each node analy~es the current 
ber with double link-disjoint paths, the number with to~logy and det~rmmt;s what ~hanges tt should make 
triple link-disjoint paths and so on. This information is to unprove the Island s m:tnc. :O.ese . changes are 
used to form an integer~ Where there are L ports at each ~roadcast to all o~.the nodes m the ISland m the foll?w-
nOde N node pairs used to compute the metric and nj mg subfram.e. This may occur as soon as the selectlons 
node~ pairs withj link-disjoint paths, the integer is calcu-

20 
have .been d~t~~ed, but it mus~ happe,~ by the s~~ 

lated with the formula of FIG. 6.4. The choice of N2 deadlme. This ts mdtcated by Deadline On Broadcast. 
N4, etc. for coefficients provides a large change in C if The sel~tions arc deve~oped in an incremental fashion 
the connectivity changes from- (L-j)-connected to to provtd~ the best estimate . for a set of offers to be 
(L+ 1-j)connected. Smaller values of C are preferred, 25 broadcast m the event evaluation must be halted prema-
just as for delay D. The number of disjoint paths be· turety. It is likely that a number of the selections will 
tween all pairs of nodes may be computed using one of compete for the same resource These problems are 
the max-flow min-cut algorithms such as the Dinic detected and resolved during the Resolve Conflicts 
algorithm as set forth in the text Computer Networks subframe. Finally, the process of. acquiring any new 
by A. S. Tanenbaum. Prentice Hall, 1981, pp 44 to 52, 30 paths is initiated in the Initiate Link Establishment sub-
the disclosure of which is incorporated herein by refer- frame. This may take several iterations. 
ence. - There is only one message transaction per iteration. 

As before, let C be the connectivity of the baseline This is important since propagation delays may repre-
topology and let Cn,w be the connectivity of the modi- sent a significant portion of the total frame time. This 
tied network. The nonnalized fractional change is, then: 35 feature is supported by the complete topology informa-

tion available at every node and the use of deterministic 

Me 
C- Cntw 

NC • wbcn C«ew ;a C and 

conflict resolution algorithms. Knowledge of the topol
ogy, the transmitted selections, and the current priori
ties enables every node to correctly anticipate.the fmal 

Cnew- C 
Me :::o NC , when Crrew > C 

40 actions of every other node without a separate .ac
knowledge cycle. This technique is thus called "implicit 
acknowledgement." 

The organization is sufficiently flexibie to permit a 
range of implementation approaches within each sub
frame. In particular, the Evaluate Alternatives subframe 
can be almost arbitrarily complex. In a simple imple-

The N in the denominator scales the calculation appro
priately relative to delay. Improving the network from 
being (d-1) connected to being d connected is worth 45 
about a factor of 2 in delay. 

A change breaking a link and adding a new link is 
accepted if the total change in the value Mner, as com
puted by the equation of FIG. 6.5, exceeds some thresh
old A. The parameter 1J allows changes in the emphasis 50 
between optimizing connectivity and optimizing delay .. 
The parameter E allows emphasing the link durability. 
For changes that are simply link additions without any 
breaks, changes are accepted with a lower tolerance. 

The adaptive link assignment algorithm consists of 55 
two decoupled activities, namely node acquisition and 
improving connectivity, -that run in parallel. In the fol
lowing discussion, several of the top-level routines arc 
presented in a pseudo-Pascal syntax. Declarations have 
been removed and artificial control structures have 60 
been introduced in the interests of conciseness. These 
routines refer to a number of global variables that cap
ture the state of the link assignment algorithm. 

A major goal of the algorithm is to collect all the 
nodes into a single graph. This may be done using a · 65 
search link, as previously discussed. When a node is 
acquired, the link that located it is assigned to make the 
link connection. A new search link can be established 

IQ'IVV""fn· -~ iC::: .401-'>~i;.A-4 1 I , 

mentation, every node offers to make the "obvious" 
change to respond to problems in the grap~. For exam
ple, if predictabl~ LOS failures threaten to split the 
graph into two disjoint components, then every node in 
each component would attempt to add a link to a node 
in the other component. Of course, it is only necessary 
to add one link in order to ensure that the graph remains 
connected and just two links to make it biconnected. 
Thus, in the conflict resolution stage, most of the offers 
are disregarded, resulting in lost potential improve-
ments. One can employ more sophisticated algorithms 
incorporating lookahead to anticipate which links 
should be utilized to connect the components and then 
reanalyze the graph on the assumption that these links 
will be provided. 

The Evaluate Alternatives subframe is used to per-
form the required analysis of the current graph. The 
action of each node is determined by its resources and 
the configuration of the current graph. A node may 
have a number of spare ports, it may be using aU its 
ports except for the search port, or even its search port 
may be in use. In a similar way, the graph is in one of 

{ 
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four easily distinguished states; it may be in immediate by generally limiting each node to making just one 
risk of splintering, it may be less than biconnected, less change per iteration. However, because of potential 
than triconnected, or it may be triconnected. As dis- conflicts between decisions, a node may issue several 
cussed above, every node knows which nodes have offers each iteration. These offers are broadcast to all 
links to each other, which are in LOS, and for how 5 the nodes in the graph, and the best changes are se-
much longer. lected. Each offer states the problem it is addressing and 

If the graph is in danger of fracturing and a node does the associated metric. The best changes are selected by 
not have a search port, the node attempts to break one sorting the offers and removing redundant ones. 
of its links and considers offering it to every node in There are four levels of connectivity that can be 
every other island. If the node has a search port then it lO easily determined using the current algorithms: immi-
considers adding a link. to every node in every island. If nent loss of connectivity, connected, biconnected, and 
it has one or more free ports in addition to the search triconnected: The goal of the algorithm is to improve 
port .. and there are multiple islands, a very rare case, it the connectivity by one level per iteration until the 
will be willing to add several links in a single iteration if graph is triconnected and then to make general changes 
no other nodes are in a position to provide necessary IS to adapt to fluctuating traffic requirements. 
links. With the exception of one special case, a node investi· 

If the graph is connected but is less than biconnected gates just those changes in which it will be directly 
then nodes without a search port are permitted to'at- involved and that require one addition and/or deletion. 
tempt to fmd an acceptable deletion to reestablish this In cases in which there are many such alternatives, 
port. However such a deletion will not be approved if it 20 simple criteria are used to form a preliminary ordering 
creates additional biconnected components or. worse of the choices, and then the network metric is used to 
yet. splits the island. Nodes with just a search port offer incremental establish a more accurate ordering. During 
to use it to merge components but such offers will be this analysis the node does not consider how its changes 
accorded a low priority. Finally, nodes with free ports will interact with decisions being made by other nodes. 
attempt to improve the connectivity. 2S It is possible that an apparently desirable change will 

If the graph is biconnected or triconnected then not seem so attractive once some other selection is im-
nodes without a search port attempt to obtain one as plemented. This is inevitable since performing an accu-
before, nodes with a search port consider rearrange· rate analysis of the interactions might require a substan-
ments of their links, and nodes with free ports try to tial amount of lookahead and backtracking, and this 
make useful additions. If a node is rearranging its links, 30 accounts for the reluctance to make too many actions 
then tl!e network metric must be considerably im- during a single iteration. 
proved to justify the disruption. If the graph is not To clarify the issues presented here, FIG. 8 presents 
triconnected then the additions will seek to merge the the overall flow chart for control in the Evaluate Alter-
components; otherwise more general changes are con- native subframe. Note that this is merely one implernen-
sidered 35 tation of the scheme described within ·this disclosure. 

Nodes with9ut a search port attempt to restore the Four classes of actions are considered during every 
port by fmding a deletion that does not damage the iteration: determining whether the graph is in danger of 
graph too seriously. If there are several possible dele- splintering, adding paths to merge biconnected compo-
tions, tlien the least damaging one is selected. Such a nents, adding pathS to merge triconnected components, 
node normally marks the link as though it is about to 40 and general changes for well connected graphs. 
lose line-of-sight and then waits several iterations before This procedure uses a programming style, namely 
severing the link. This permits the adaptive routing procedural abstraction, that it not commonly encoun-
algoritbm, for example, to make adjust'!Jlents in the tered in Pascal programs and which may appear a little 
routing table to eliminate traffic from this path prior to confusing at fliSt. It is observed that the flow of control 
disconnecting it. An exception to this occurs when it is 4S is essentially the same at all four levels of connectivity 
necessary to make an immediate change to avoid graph and that the only differences are in the procedures used 
fragmentation. If this node's link is the most desirable to analyze the topology and to determine whether it is 
offer to avoid fracturing, then the path is deleted imme- appropriate to take a particular class of action, and to 
diately. determining the manner in which the potential changes 

If all of the ports except the search port are in use, the so are found. This common pattern of usage is captured 
node generally considers rearrangements of its primary within the subprocedure"ConnectQ," set out in FIG. 8. 
links to improve the graph metric. Such a change is The three arguments to this procedure are themselves 
accepted only if it provides a significant improvement procedures. The first argument performs the required 
in the metric. In these cases, the search port is used to connectivity analysis, the second one tests the current 
make the addition and the link. to be deleted is marked as 55 connectivity. and the final one generates the set of pas-
though it were losing LOS. However if the graph is not sible changes. This set of changes is sorted once using 
biconnected, the search port is offered to improve the coarse criteria and is then sorted more carefuJly using 
connectivity. It will. be recovered during later itera- the network metric. An invocation of "ConnectO" is 
tions. quite easily understood if one mentally substitutes the 

Finally nodes with free po~ in addition to the 60 names of the procedures for their corresponding use 
search port, attempt to add a port as required. Although within the procedure. Recall that control may return 
many nodes may offer to make a change to solve a from .. EvaluateAltemativesO" after he completion of 
particular problem, only one of the solutions is selected the required work or when the allotted time interval is 
after the Evaluate Alternative subframe. exceeded. 

The algorithm strikes a balance between making 65 The main result of this procedure, a set of selections, 
changes in a timely manner and making so many alter- is returned in the external variable "selections." Two 
ations in a single iteration that the metric evaluations further values are computed that are used in later sub-
that justify a change become meaningless. This is done frames. These are stored in the external variables 
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.. graphs" and .. components." The first contains the set except that nodes with only the search port free must 

fmd an acceptable r~placement port before volunteer
ing the search port. Such rearrangements require that 
the 1\eW metric be substantially better than the current 

of connected graphs and the second stores the compo
nents at the current l~vel of interest The procedure 
"ldentityQ" simply returns its single argument, a set of 
connected graphs, while "BiconnectivityQ" and .. Tri-. 
connectivityQ" return the biconnected components and 
triconnected components of the graph respectively. 
"ConnectedQ" returns true if there is a single c01mected 
graph. "Biconnected0" and "TrlconnectedO" return 
true if the network is biconnected or triconnected. re
spectively, and "False()" always returns false. Here it is 
assumed that case matters in identifier names. The re
maining four functions generate sets of possible changes 
and are discussed below. 

S metric. 
Once the network is at least triconnected, the com

bined metric is used to direct changes through the pro~ 
cedure "GeneralChanges()." Nodes with free ports 
attempt to add links to other nodes with spare ports, 

10 nodes with just the search link free consider rearrange
ments of their primary links, and those without a search 
port attempt to free one of their ports. 

If a node has free ports but cannot fmd any additions 
to make, then the graph may have settled into a local 

lS maxima with respect to connectivity. Ignoring dynamic 
changes, it is necessary to provide deletions and addi
tions among distant nodes in order to improve the con
nectivity further. Consider the graph of FIG. 10 in 

The procedure "RemovelmmmentOutagesO"' uses 
the topology and ephemeris information to create a 
representation of the current network. Links that. are 
expecting line-of-sight outages are not included. The 
variable "self' is passed by reference so that it can be 
assigned to the data structure that represents the current 20 
node. This set of nodes is partitioned into a set of one or 
more disjoint graphs, and the result is stored in the 
external variable "graphs.·· The procedure .. connectO" 
is then called to examine the four levels of connectivity. 

"JoinGraphsQ" enumerates the allowable selections. 25 
In this case it has been determined that the network is in 
danger of fragmenting, and so each node considers 
additions to every node in every disjoint graph. If the 
node does not have a spare port, it atte'Qlpts to break one 
of its links, subject to the constraint that a deletion will 30 
not cr~te a new biconnected component within its 
subgraph. 

If the graph is not at risk of fragmentation but is not 
biconnected, then links must be added between pairs of 
components to remove bridges. The importance of this 35 
action is suffic!ent to justify nodes with just their search 
port free using that for a connection. However, nodes 
with aU their ports in use are not required to break a 
path. Iristead, those nodes calmly seek a deletion that 
restores the search port As before; a deletion is not 40 
considered if it creates a new biconnected or less com
ponent. These otTers are analyzed during the Resolve 
Conflicts subframe, and the best set is chosen. 

When there are multiple components, there may be 
preferred components to merge In FIG. 9 it can be seen 45 
that nodes in component 0 would prefer to add a link to 
nodes in component 5, as this will remove two bridges 
in one step, while nodes in component 1 will equally 
prefer components 0 and 5. This situation presents sev
eral opportunities for added sophistication. Since it is 50 
preferable for a link to be added between components 0 
and 5, there is little to be gained by having nodes in 
component 1 make an offer In fact, given sufficient 
computing resources it is possible to determine exactly 
which pair of nodes in components 0 and 5 should join SS 
and then to make decisions moving directly towards 
triconnectivity during the current iteration. This desire 
is motivated by the recognition that in the example just 
presented it would be inadvisable to do more than add 
a single link without additional analysis~ . 60 

If the graph is ·at least biconnected, the triconnect~d. 
components . algoritiuJ?. .is execu~~d to . determine· 
whether it is also triconnected.·This algorithm is more 
complicated than the previous one but its asymptotic 
time complexity is also in the order of (n+e). If there 65 
are triconnected components then "McrgeTricompo
nentsO" is called to compute the set of possible changes. 
This function is much like "MergeBicomponentsO,. 

which every node' has four primary ports and all nodes 
are in LOS, and the graph is triconnected. It can be see~ 
that nodes 1 and 4 are using only three of their ports but 
that they are already connected to each other. The 
graph can only become fully connected by permitting a 
node to command a deletion between two other nodes. 
For example, if the link between 0 and 3 is broken, then 
it becomes possible to obtain a maximally connected 
graph by adding links between 0 and 4 and between 1 
and 3. In general, nodes are not permitted to exert this 
much control over the graph, as it is too expensive to 
evaluate all the possible combinations. However, it is 
very easy to recognize this special case when it does 
happen and then to take appropriate action. A node 
attempting this change commands the deletion and both 
additions. It is possible that other nodes have useful 
changes to make even if the current node requires a 
change of this sort to fully utilize its ports. 

The possible changes are resorted in ·"PresortO" 
(FIG. 8) to enhance the likelihood that the best solu
tions will be found in the time permitted. A selection 
cannot be transmitted based only on the initial ranking; 
it must have been analyzed formally to be a candidate 
for broadcasting. In this step changes that are likely to 
balance the number of free ports at each node are pre
ferred, then those that result in persistent links, and 
fmally those that connect the node to those neighbors 
for which the greatest amount of traffic is being either 
generated or forwarded. 

Once the possible changes have been presorted, the 
network metric is used in "RankSelectionsO" to refme 
the ordering. The' initial ranking is used to ensure that 
the most sensible changes will be evaluated formally 
before the time for this slot is overrun. However, a 
selection cannot be transmitted unless it has been vali
dated by this routine. In general, there may be several 
sets of equally important changes to make; e.g., several 
biconnected components to be merged. Metrics are 
evaluated for each set in round robin fashion computing 
a metric for one selection in each set, inserting it in the 
appropriate positi~n, and proceeding to the next set. 
This is continued until all the selections in every set 
have been sorted.· 
· nie Broadcast. selections subframe is used to transaiit 
the seleetions· to·~ the other nodes in the island, This is 
done using·· a flood mechanism to ensure reliable deliv
ery. A message must indicate the type of change· being 
commanded and the source of the message. It may spec-
ify a deletion, up to two additions, and a network met
ric. 
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A key aspect of the new algorithm is the elimination 

of a separate acknowledge phase. Since every node 
receives the same topology messages and set of selec
tions they c~ all deterministically arrive at the same 
conclusions regarding which changes should be ap- s 
proved. Every selection includes a network metric that 
indicates the level of connectivity achieved by the 
change, the relative imponance of the type of change 
(e.g. break vs add/break), a measure of the connectiv
ity, the longevity of a link addition, and the delay met- 10 
ric. These last three measures are combined in different 
ways depending on the current level of connectivity. 
To ensure that competing selections can be resolved 
correctly it is necessary to include additional informa· 
tion to guarantee that they are labeled uniquely. Every iS 
node is assigned a rotating priority that is included in 
each transmitted packet. Finally a counter is included to 
distinguish the selections from a given node still further. 

Resolving conflicts is relatively simple and is shown 
in FIG. 11. The received selections are sorted accord- 20 
ing to the network metric included in each selection and 
are then processed in order. In general a node may 
make at most one addition and/or one deletion. As such 
selection is accepted, the affected nodes are marked 
appropriately. If the selection makes an addition and the 2S 
graph is not triconnected or if the selection makes a 
deletion then the components are recomputed. Typi
cally there will be many selections that attempt to 
achieve the same effect. For example two biconnected 
components may be merged by a single link addition 30 
and all .Dther offers should be discarded. Before a selec
tion is accepted it is determined whether it attempts to 
join two components that have already been merged. 
Similarly a selection that proposes a link deletion must 
be checked against the database to determine whether 35 
it, in connection with other selections that have already 
been approved for the current iteration, will split the 
island or introduce new biconnected components 

The execution of ResolveConflects() may determine 
that the current node must make one or more changes. 40 
If the change calls for a deletion then the relevant link 
is typically marked as though it is about to experience a 
conventional link outage However if the island is in 
danger of fragmenting, the deletion must occur immedi-
~~ ~ 

Although the present invention has been described 
with reference to preferred embodiments, various 
changes and rearrangements could be made, and still 
the result would be within the scope of the invention. 

What is claimed is~ SO 
1. For use in a multinode communication graph in

cluding a plurality of communication nodes and having 
a known graph topology with each node a part of a 
component, each component made up of a number of 
nodes between one and the full number of nodes in the ss 
graph, each node having a plurality of communication 
ports, each port capable of establishing a communica
tion link with a communication port of another node, a 
method of assigning ports to communication links to 
maintain the connectivity of the graph, said method 60 
comprising within any one node the steps of: 

(a) analyzing the current graph topology to -deter
mine the current graph connectivity state; 

(b) determining the available changes said one node is 
capable of making to improve the graph connectiv- 65 
ity; 

(c) broadcasting a description of the determined 
changes to other nodes in the graph; 
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(d) receiving from other nodes in the graph broad· 
casts of descriptions of changes determined by the 
other nodes to be available to such other n odes to 
improve the graph connectivity; 

(e) resolving conflicts between link assignments in the 
determined changes of all nodes in the graph to 
determine a new link assignment for said one node; 
and 

(t) initiating establishment of a new communication 
path with another node . in accordance with the 
determined new link assignment. 

2. A method as claimed in claim 1 wherein the step of 
analyzing the current graph topology comprises the 
steps of: 

(i) identifying components within the graph which 
are at least triconnected with other components of 
the graph; 

(ii) identifying components within the graph which 
are less than triconnected with other components 
of the graph; and 

(ill) identifying components within the graph which 
are less than biconnected with other components of 
the graph 

3. A method as claimed in claim l wherein the step of 
analysing the current graph topology comprises the 
further step of: 

(iv) identifying components within the graph which 
are in danger of splintering from the graph due to 
loss of an existing communication link. 

4. A method as claimed in claim 1 wherein the step of 
analysing the current graph topology comprises the 
step of identifying components within the graph which 
are in danger of splintering from the graph due to loss of 
an existing communication link. 

5. A method as claimed in claim 3 or 4 wherein the 
step of determining the available changes comprises the 
step of identifying a port within said one node that can 
be utilized to establish a new communication link with 
one of the components identified as in danger of splin
tering. 

6. A method as claimed in claim 5 wherein the step of 
identifying a port comprises the step of evaluating exist
ing communication links from said one node to identify 
an existing communication Unk that can be broken to 
provide a port without creating a new biconnected or 
less component. 

7. A method~ claimed in claim 2 wherein the step of 
determining the available changes comprises the steP of 
identifying a port within said one node that can be uti· 
lized to establish a new communication link with a node 
of another component with which the component of 
said one node is less than biconnected. 

8. A method as claimed in claim 2 or 7 wherein the 
step of determining the available changes comprises the 
step of identifying a port within said one node that can 
be utilized to establish a new communication link with 
a node of another component with which the compo
nent o said one node is less than triconnected. 

9. A method as claimed in claim 7 wherein the step of 
identifying a port includes the steps of determining the 
line of sight endurance of all port within said one node 
that are available to establish the new communication 
link; and identifying the one of said all ports having the 
greatest line of sight endurance. 

10. A method as claimed in claim 9 wherein the step 
of identifying a port includes the funher step of deter
mining the effect on delay of all traffic transmitted by 
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18 
said one node that would result from establishing the graph due to loss of an existing communication 
new communication link with the identified port. link. 

11. A method as claimed in claim 7 wherein the step 16. An arrangement as claimed in claim 13 wherein 
of identifying a port includes the step of determining the said means for analysing the current graph topology 
effect on delay of all traffic transmitted by said one node S comprises means for identifying components within the 
that woD:Id result from establishing the new communi- graph which are in danger of splintering from the graph 
cation link with the identified port. . due to loss of an existing communication link. 

12. A method as claimed in claim 1 wherein the step 17. An arrangement as claimed in claim 15 or 16 
of resolving conflicts includes comparing the descrip- wherein said means for determining the available 
tions of available changes received from other nodes 10 changes comprises-means for identifying a port within 
with the available changes of said one node; identifying said one node that can be utilized to establish a new 
~ommo~y available changes; and detem;unmg the new communication link with on:e of the components identi-
link asstgnmen~ from the co~o~y availab~e cha?ges. tied as in danger of splintering. 

13. '!-n a multmode.co~umcatton grap~ mcluding a 18. An arrangement as claimed in claim 17 wherein 
plurality of comm~cat1on nodes and havmg a known IS said means for identifying a port comprises means for 
graph topology Wtth each node a part of a component, eval.uating existing communication links from said one 
each component made up of a num.bc:r of nodes between node to identify an existing communication link that can 
one and ~he full n~ber of nodes 1!1 ~e graph, each be broken to provide a port without creating a new 
node havmg a plurala~y _of commumc~t10~ po~, ea~h biconnected or less component. 
port capa~le o_f establiShing a commurucatton lmk With 20 19. An arrangement as claimed in claim 14 wherein 
a co~~tcatton port of anoth~r n?rle,. an arrang~me!lt said means for determining the available changes com-
for asstgnm~ ~arts to commumca~Ion links to mamtain prises means for identifying a port within said one node 
lh~ .conn~~vtty of the graph, wd arrangement com- that can be utilized to establish a new communication 
pnsmg within each node; link 'th · od f h · h h. h h 

( ) ~ 1 · th t h t 1 t 25 W1 a n e o anot er component wtt w 1c t e a means ,or ana yzmg e curren grap opo ogy o . . . . 
determine the current graph connectivity state; component of smd one node ~ less t~an b~connected. 

(b) means for determining the available changes said 20• ~ ~gement as clmme~ t_R claun 14 ~r 19 
one node is· capable of making to improve the wherem smd ~eans for de~e~g the ava~b~e 

h CO ti·v,·ty· · changes compnses.means for tdentifymg a port wtthin 
grap nnec ' 'd od th b . n· d bl' h (c) means for· broadcasting a description of the deter- 30 831 one. n . e . at c~ e ut IZe to esta IS a new 
mi.!led changes to other nodes in the graph; co_mmWl_lcatlon link w1th a node. of another ~omponent 

(d) means for receiving from other nodes in the graph ~th which the component of smd one node IS less than 
broadcasts of descriptions of changes determined trtconnected. . . . . 
by the other nodes to be available to such other _21. An arrang~me~t ~ clauned ~ chum 19 wherem 
nodes to improve the graph connectivity; 35 wd m~s for td~ntifym~ a port mcludes means for 

(e) means fQr resolving conflicts betWeen link assign- dc:te~g the ltne of s1ght en?urance of all. ports 
ments in the determined changes of all nodes·in the wtthin satd o~e D:ode :hat are available t? est~bl~sh the 
graph to determine a new link assignment for said new commurucatton 1ink; and means for tdenttfytng the 
one node; and one of said all ports havi.Q,g the greatest line of sight • 

(f) means for initiating establishment of a new com- 40 endurance. 
munication path with another node in accordance _22. An arra~gem:nt. as claimed in cla!m 21 wherein 
with the determined new link assignmenL sa.td means for tdentifymg a port further mcludes means 

14. An arrangement as claimed in claim 13 wherein for determining the effect on delay of all traffic trans-
said means for analyzing the current graph topology mitted by said one node that would result from estab· 
comprises: 45 lisbing the new communication path with the identified 

(i) . means for identifying components within the port. 
graph which are at least triconnected with other 23. An arrangement as claimed in claim 19 wherein 
components qf the graph; said means for identifying a port includes means for 

(d) means for identifying components within the determining the effect on delay of all traffic transmitted 
graph which are less than triconnected with other 50 by said one node that would result from establishing the 
components of the graph; and new communication link with the identified port. 

(iii) means for identifying components within the 24. An arrangement as claimed in claim 13 wherein 
graph which are less than biconnected with other said means for resolving conflicts includes means for 
components of the graph. comparing the descriptions of available changes re-

15. An arrangement as claimed in claim 14 wherein 55 ceived from other nodes with the available changes of 
said means for analysing the current graph topology said one node; means for identifying commonly avail-
comprises: .. able changes; and means for determining the new link 

(iv) means for identifying components within the assignment from the commonly available changes. 
graph which are in danger of splintering from the * • • • • 

. .6() 
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TRANSMITTING NODE 

DESIGNATE A SCOUT PACKET WITH 
SOURCE IDENTiFieii"ION AND SCOUT 

LABLE 

. TRANSMIT SCOUT PACKET IN CON
STRiiimfFLOOD 

SET ACKNOWLEDGEMENT TIMER 

INHIBIT 

RECORD IN SEND TO COLUMN OF 
BROADCAST ROUTING TABLE 

TRANSMIT REGULAR BROADCAST 
PACKETS TO NODES RECORDED IN 
SEND TO COLUMN OF BROA OCAST 
--ROUTING TABLE 

I 

{II] Patent Number: 

[45] Date of Patent: 

5,056,_085 
Oct. 8, 1991 

switching networks, utilizing a "flood-and-forward" 
technique. In such networks, data are often transmitted 
in grat quantities from a sensor node to an other nodes 
in the network, or in a subnetwork, over point-to-point 
links. Existing broadcast routing algorithms, including 
multidestination addressing, constrained flooding, mini
mum spanning tree forwarding, and reverse path for
warding, suffer from an excessive use of bandwidth, a 
poor choice of routes, or a costly need for memory or 
computing power. In flood-and-forward routing, peri
odically a data packet is designated as a Scout packet 
and is transmitted in a constrained flood broadcast 
transmission. The Scout packet is identified by a Source 
Id and a Scout Label. Each receiving node sends a Ack 
Scout packet to the node from which it first receives a 
particular Scout packet. acknowledging receipt of that 
packet. Each relaying node keeps a log of nodes from 
which it has received Ack Scout packets and sends 
subsequent, non-scout packets to those same nodes. This 
flood-and-forward broadcast routing algorithm thus 
offers the best selection of routes, as in constrained 
flooding, and the least consumption of bandwidth, as in 
minimum spanning tree forwarding, while keeping the 
overhead cost of storage and processing to a low level. 
With the support of a reliable link service, the algorithm 
performs well in delivering critical data to al1 reachable 
destinations despite to-be-expected losses of packets, 
links, or nodes. 

3 Claims, 10 Drawing Sbeets 

RECElVI NG NODE 

10 

3 
~~--------------------------------DETERMINE WHETHER THIS SCOUT 

PACKET HAS BEEN RECEIV~ 
PREVIOUSLY 

PASS TO NEXT HIGHER LAYER 

LOG IN CONSTRAINT TABLf 

S£NO ACKNOWLEDGEMENT 

YES 

1 

8 

RECORD IN RECEIVED FROM 
COLUMN OF BROADCAST ROUTING 

TABLE 
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PROCEDURE CENERATE_BROADCAST(OATA_UNIT) IS 
BEGXN 

IF (CURRENT_TIME > SCOUT_LAST_SENT_TIME + NON_FLOOD_PERIOD) THEN 
-- XT'S TXME TO SEND A SCOUT PACKET 
GENERATE_FLOOD_BROADCAST(SCOUT_LABEL,DATA_UNIT); 
SCOUT_LAST_SENT_TIME :• CURRENT_TIME; 
XNCREMENT_SCOVT_LABEL; 

ELSE XF (CURRENT_TXME > ROUTES_LAST_VPDATED_TIME + ROUTES_LIFE) THEN 
-- ROUTES ARE NOT UP TO DATE 
PUT_PACKETS_ON_HOLD(DATA_UNIT); 

ELSE 
-- USE BROADCAST ROUTING TABLES 
GENERATE_NON_FLOOD_BROADCASr(CURRENT_ROUTES,DATA_UNXT); 

END IF; 
END GENERATE_BROADCAST; 

FIG. 4 

PROCEDURE PROPAGATE_FLOOD_BROADCAST(SCOUT_PACKET,LXNK_ARRXVED_ON) IS 
BEGXN 

NOT_YET_SEEN :• CHECK_CONSTRAXNT_TABLE(SCOUT_PACXET); 
IF (NOT_YET_SEEN) THEN 

ACCEPT_AND_LOG_PACKET(SCOOT_PACKET); 
-- FORWARD SCOUT PACKET 
FORWARD_LXNXS :~ ALL_LINKS - LINK_ARRIVED_ON; 
FORWARD_PACKET(SCOOT_PACKET,FORWARD_LINKS); 
-- SET UP MECHANISM FOR EXTRACTING ROUTES FROM SCOUT PACKET 
SOURCE_ID :• SCOUT_PACKET.SOURCE_ID; 
SCOOT_LABEL :• SCOUT_PACKET.SCOUT_LABEL; 
ACK_SCOUT_TIMER(SOURCE_ID,SCOUT_LABEL) :• CURRENT_TIME + 

ACK_SCOUT_PERIOD; 
BROADCAST_ROUTING_TABLE(SOURCE_ID,SCOUT_LABEL).SEND_TO :• NULL; 
BROADCAST_ROUTING_TABLE(SOURCE_IO,SCOUT_LABEL).RECEIVED_FROM :• 

LIHX_ARRIVED_ON; 
-- SEND ACK SCOUT PACKET 
PREPARE_ACK_SCOUT_PACKET(SOURCE_ID,SCOUT_LABEL,ACK_SCOUT_PACKET); 
~ORWARD_LXNXS :• LINK_ARRIVED_ON; 
FOR~ARD_PACKET(ACX_SCOUT_PACKET,FORWARO_LINKS); 

END IF; 
END PROPAGATE_FLOOD_BROADCAST; . 

FIG.5 

BNSDOCID: <US_50560B5A 1_1_> 
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PROCEDURE GENERATE_FLOOD_BROADCAST{SCOUT_LABEL,DATA~UNZT) ZS 
BEGZN 

SOURCE_ID :• OWN_XDi 
PREPARE_SCOUT_PACKET(SOURCE_ZD,SCOUT_LABEL,DATA_UNZT,SCOUT_PACKET); 
FORWARD_LZNKS :• ALL_LINKS; 
FORWARD_PACKET(SCOUT_PACKET,FORWARD_LINKS); 
-- SET UP MECHANISM FOR EXTRACTING ROUTES FROM SCOUT PACKET 
ACK_SCOUT_TIMER(SOURCE_XD,SCOUT_LABEL) :• CURRENT_TIME + 

ACK_SCOUT_PERIOD; 
BROADCAST_ROUTXNG_TABLE(SOURCE_XD,SCOUT_LABEL).SEND_TO :• NULL; 
TXME_TO_XNSTALL_ROUTES :• CURRENT_TZME + ACK_SCOUT_PERZOD; 
SCHEDULE_TIME_TO_INSTALL_ROUTES(SCOUT_LABEL}i 

END GENERATE_FLOOD_BROADCAST; 

FIG. 6 

PROCEDURE RECEIVE_ACK_SCOUT(AC~_SCOUT_PACKET,LINK_ARRIVED_ON) IS 
BEGIN 

SOURCE_ZD :• ACK_SCOUT_PACKET.SOURCE_ZD; 
SCOUT_LABEL :• ACK_SCOUT_PACKET.SCOUT_LABEL; 
%7 (CURRENT_TXME <• ACX_SCOUT_TIMER(SOURCE_ZD 9 SCOUT_LABEL)) THEN 

BROADCAST_ROUTIHG_TABLE(SOURCE_ID,SCOUT_LABEL).SEND_TO :• 
BROADCAST_ROUTING_TABLE(SOURCE_ID,SCOUT_LABEL).SEND_TO + 
LZNK_ARRIVED_ONi 

END IF; 
END RECEZVE_ACK_SCOUT; 

FIG.7 

PROCEDURE INSTALL_ROUTES_EVENT(SCOUT_LABEL) ZS 
BEGIN 

CURRENT_ROUTES :• SCOUT_LABEL; 
ROUTES_LAST_UPDATED_TIME :• CURRENT_TIME; 
-- BROADCAST PACKETS WHICH WERE PUT ON HOLD BECAUSE NO ROUTES 
-- WERE AVAILABLE 
WHILE (MORE_PACEETS_ON_HOLD) LOOP 

RELEASE_PACEETS_ON_HOLD(DATA_UHIT); 
GEHERATE_NOH_FLOOD_BROADCAST(CURRENT_ROUTES,DATA_UNIT); 

END LOOP; 
END XNSTALL_ROUTES_EVENT; 

FIG. 8 
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BNSDOCIO: <US_50560B5A1_1_> 

., 

PROCEDURE GENERATE_NON_FLOOD_BROADCAST(SCOUT_LABELyOATA_UNXT) IS 
BEGXN 

SOURCE_XD :• OWN_XD; 
PREPARE_BROADCAST_PACKET(SOURCE_ID.SCOUT_LABEL,OATA_UNXT,PACKET); 
FORWARD_LXNKS :• BROADCAST_ROUTING_TABLE(SOURCE_I0 1 

SCO~T_LABEL).SEND_TO; 

FORWARD_PACKET(PACXET,FORWARD_LINKS); 
END GENERATE_NON_FLOOD_BROADCAST; 

FIG. 9 

PROCEDURE PROPAGAT~_HON_FLOOD_BROADCAST(PACXET,LXNK_ARRIVED_ON} XS 
BEGIN 

SOURCE_XD :• PACXET.SOURCE_XDi · 
SCOUT_LABEL :• PACXET.SCOUT_LABEL; 
IF (BROADCAST_ROUTXNG_TABLE(SOURCE_ID,SCOUT_LABEL).RECEIVED_FROM • 
LINX_ARRXVED_ON) THEN 

ACCEPT_PACXET(P~CKET); 

FORWARD_LINXS :• BROADCAST_ROUTING_TABLE(SOURCE_ro, 
SCOUT_LABEL).SEND_TO; 

J'ORWARD_PACXET( PACKET, FORWARD _LINKS)': 
END II'; 

END PROPAGATE_NON_FLOOD_BROADCAST; 

Fl G. 10 
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FLOOD-AND-FORWARD ROUTING FOR 
BROADCAST PACKETS IN PACKET SWITCHING 

I NETWORKS 

2 
rithms is described, for example, in Computer Networks. 
by A. S. Tanenbaum, Prentice Hall, Englewood Cliffs, 
N.J., 1981, and in "Reverse Path Forwarding of Broad
cast Packets,·· by Y. K. Dalal and R. M. Metcalfe, Cam-

This invention was made with United States govern
ment support under contract No. F30602-86-C-0224. 
The United States government has certain rights in this 
invention. 

S muni'cations of the ACM. Vo1. 21, pp. 1040-1048, De
cember 1978. 

One such existing algorithm is known as separate 
destination. addressing. If the network is already 
equipped with a point-to-point routing algorithm, the 

BACKGROUND OF THE INVENTION 10 obvious approach to broadcast routing is to have the 
source generate a copy of the broadcast packet for each 
destination and then to use point-to-point routing to 
deliver each copy. This approach makes good use of 

Communication between distant stations or nodes. 
for examp1e communication between nodes in a satellite 
network orbiting the earth, presents many requirements 
that have not previously been encountered in communi- 15 
cation or computer networks. Most such communica
tion networks are expected to be based in space and to 
consist of thousands of sate1lites orbiting the earth at 
various altitudes and inclinations. Such satellites are 
constantly moving in and out of line of sight of each 20 
other and, when engaged in a battle, are subject to all 
kinds of threats, ranging from link jamming· to total 
destruction. The dynamic and volatile nature of such 
networks poses a great challenge to network manage
ment, requiring techniques that adapt to topological 2S 
changes and that can survive threats. ~ 

In some situations, it may be desired to transmit a 
packet of data from one node to one specific other node. 
Such transmissions are referred to as "point-to-point". 
In other situations, it may be desired to send data from 30 
a sensor node in the network to all other nodes in the 
network, or to an the nodes in a subnetwork of the 
network. By way of.illustration, in a defensive military 
environment, a subnetwork of sensor nodes may be in 
high earth orbits, as depicted in FIG. 1, while a subnet- 35 
work~ of weapon nodes may be in low earth orbits, as 
depicted in FIG. 2. It may be necessary to broadcast a 
packet of data from a sensor node in the high earth orbit 
to every weapon node in the low earth orbit. Such a 
transmission from one node to every node of a subnet- 40 
work rather than to a specific one or few of those nodes, 
is referred to as a "broadcast"; i.e., a transmission from 
the one node that is . "broadcast.. to all those other 
nodes. In the fo11owing description, then, .. broadcast" 
refers to such a transmission from one node intended for 45 
aU of a network or subnetwork of nodes. 

In a broadcast mode, packets of data can be guided by 
a broadcast routing algorithm installed at each node to 
relay the data packets from node to node over point-to
point links so as to be received by all nodes that are 50 
reachable from the source node. This mode of broad
casting has been done before in military or commercial 
packet switching networks. However, in some defense 
scenarios, data generated by ail the sensor sources can 
total hundreds of thousands of packets per second. As- 55 
sured broadcasting of such a quantity of data requires 
that, in addition to being adaptive and survivable, the 
broadcast routing algorithm be able to handle a v!!rY 
high traffic Joad without exacting a heavy ton from the 
network resources. 60 

There are many existing algorithms for routing 
broadcast packets in a packet switching network; how
ever, none has been found which offers a satisfactory 
combination of good performance and low cost. Some 
algorithms excel in the selection of least delay routes at 65 
the expense of bandwidth memory, or computing 
power. Others sacrifice routing opti~ality for low over
head cost. Previous work on broadcast routing alga-

BNSDOCID: <US_5056085A1 I > 

existing hardware; however, since routes to different 
destinations often overlap, most relaying nodes wi11 
receive, process and transmit the same packet over and 
over again. The abundance of duplicates represents a 
waste of bandwidth and is likely to create a high level of 
congestion, especiaUy in areas close to the source. 

Another approach to broadcast routing is to carry 
multiple destination addresses with each packet. When 
a broadcast packet is generated or received at a node, it 
partitions the remaining list of destinations, grouping 
together destinations that map to the same outgoing link 
in its point-to-point routing table. For each such group 
the node generates a copy of the broadcast packet, 
attaches the group's destination list, and forwards the 
packet on the selected outgoing link. As the broadcast 
propagates farther away from the source, the destina
tion list gets smaller until there is no destination remain
ing. The packets follow the branches of a spanning tree 
rooted at the source, although information on the span
ning tree is not explicitly stored at each node. 

Forwarding broadcast packets along branches of a 
spanning tree has the advantage of generating an opti
mal number of packet copies; this number is exactly 
equal to the number of reachable destinations. How
ever, the disadvantage of multidestination addressing 
lies in the long destination field. A bit map implementa
tion requires as many bits as there are nodes. For net-
works with thousands of nodes, the high ratio of over
head bits to data bits is a drawback that is not easy to 
overcome. Furthermore, the performance of this algo
rithm is tied to that of the underlying point-to-point 
routing algorithm. If the point-to-point routes are in-
consistent, unstable or slow to adapt, the same effects 
will be exhibited in the broadcast routes. 

Constrained flooding is a technique in which an arriv
ing packet that has not been seen before is copied and 
forwarded on all outgoing links except the link on 
which it arrived. Packets that have been seen are simply 
discarded. To keep track of already seen packets, a 
sequence number is assigned to each packet by the 
source node, and a constraint table or bit map is main
tained at each node to log received packets. The log for 
a particular packet has to remain in the constraint table 
for some time, at least for the duration of the broadcast, 
before the log can be cleared and reused. The size of the 
constraint table is thus proportional to this predefined 
time for packets to live. the maximum traffic generation 
rate by all sources, and the total number of sources. For 
the architecture of a large network, the constraint table 
can take up a large chunk of memory. Estimates of 
millions of bits are not too exaggerated. On top of this 
hefty memory requirement, constrained flooding aJso 
generates a large number of packet copie
s-(N)(L- 1)+ 1 copies, where N is the number of 
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4 
nodes in the network and L is the number of links per 
node. 

As for advantages, constrained flooding is most noted 
for its robustness. Packet copies that seem to be such a 
waste at first glance are much needed to replace lost 5 
copies. In a simulation of a 300-node network, the algo
rithm delivered packets to 99.83% of the destination 
nodes in spite of a I 0% packet error rate. Constrained 
flooding is also known for its selection of best routes. 
The algorithm always finds the shortest routes possible. 10 
and its routes adapt instantaneously to changes in the 
network. 

The least consumption of bandwidth in broadcasting 
is achieved with minimum spanning tree forwarding, in 
which packets are forwarded along branches of a span- 15 
ning tree stored explicitly at each node. If the spinning 
tree has shortest paths from the source of the broadcast 
to aU destinations, delay is also minimized. The biggest 
problem in minimum spanning tree forwarding is in 
determining how the nodes in the network are to gener- 20 
ate and maintain such a tree for each source. 

One accepted solution is to allow each node access to 
a global topology database. Every node generates and 
receives frequent topology updates which inc1ude not 
only changes in the topology but also changes in the 25 
link metric. From the information contained in its local 
copy of the database, each node uses the Dijkstra's 
shortest path first algorithm to independently compute 
minimum spanning trees, each one rooted at a different 
source. This algorithm is discussed in the above-cited 30 
article by Dalal and Metcalfe. This computation has a 
complexity in the order of {SNl) operations, where S is 
the number of sources, and N the number of nodes in 
the network. For thousands of nodes and hundreds of 
sources, the amount of computation required in this 35 
approach is quite demanding. Moreover, keeping the 
distributed database consistent and up to date is not an 
easy task in a hostile environment. The success or fail
ure of this task bas a tremendous effect on the quality of 
the routes computed. 40 

If outgoing links for any destination are taken from 
every point-to-point routing table in the network and 
joined together, they form a spanning tree from an 
nodes to the chosen destination. This fact is cleverly 
exploited in reverse path forwarding. A node forwards 45 
a received broadcast packet on all links except the in
coming link if and only if the incoming link is the same 
link the node would use to send an addressed packet 
back to the source of the broadcast. Thus, this broadcast 
routing algorithm also makes use of a spanning tree, but so 
this time the tree has shortest reverse paths; i.e., paths 
from the destinations to the source. 

This approach has both advantages and disadvan
tages. The principal advantage is that there is no need to 
compute trees since tree branches are readily available 55 
in point-to-point routing tables. The major disadvantage 
is that the trees are inv:rted, implying that they may not 
yield shortest paths from the source to the destinations. 
Also, links must be flooded with packet copies in the 
hope that neighbors that are not part of the tree will 60 
stop the flood, although this undesirable situation can be 
corrected by having neighbors exchange their routing 
tables. 

SUMMARY OF THE INVENTION 65 
The present invention is a broadcast routing algo

rithm that closely matches the delay performance of 
constrained flooding and that provides optimal band-

BNSDOCID: <US 5056085A1 I > 

width use of minimum spanning tree forwarding, yet' 
that requires only a small amount of memory and com
putation. Achievement of these seemingly conflicting 
objectives is possible because of the following fact. As 
shown in three dimensions in FIG. 3a, and more clearly 
in a flat projection in FIG. 3b. routes taken by packets 
of a constrained flood constitute a minimum spanning 
tree from the source of the broadcast to all reachable 
destinations. Therefore, constrained flooding provides a 
fast and inexpensive means to generate a tree of shortest 
broadcast paths. Advantage is taken of this fact by com
bining with it a mechanism allowing each node to cap
ture its individual segment of the spanning tree and to 
use it for forwarding of broadcast packets. 

Accordingly, the flood-and~forward routing algo
rithm of the present invention involves periodically 
sending out a broadcast packet in a constrained flood 
broadcast. Each receiving node, the genera] configura
tion of which is depicted in FIG. 17, determines 
whether it has previously seen that broadcast packet. If 
so, it discards the packet. If not, it sends an acknowl
edgement of receipt of the packet back to the node that 
transmitted the packet to it and transmits the broadcast 
packet to further nodes in accordance with the con
strained flood broadcast. Each node records in a broad
cast routing table the other nodes from which that node 
receives an acknowledgement and transmits, or for
wards, further broadcast packets to those same nodes 
until new routes are determined by the next constrained 
flood packet. 

With its two phases, i.e. the constrained flood packet 
and the regular broadcast packets, this flood-and-for
ward routing adroitly combines constrained flooding 
and minimum spanning tree forwarding to provide the 
advantages, but not the shortcomings, of both routing 
algorithms. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other aspects qnd advantages of the pres
ent invention are more apparent from the following 
detailed description and claims, particularly when con
sidered in conjunction with the accompanying draw· 
ings, in which: 

FIG. 1 schematically depicts a subnetwork of sensor 
nodes in high earth orbits; 

FIG. 2 schematically depicts a subnetwork. of 
weapon nodes in low earth orbits; 

FIG. 3a schematically depicts in three dimensions 
routes of a constrained flood broadcast, and FIG. 3b 
schematically depicts those routes in a flat projection; 

FIGS. 4-10 present the program design language for 
various of the algorithms utilized in the present inven
tion; 

FIG. 11 graphically presents cumulative distribution 
function curves comparing bandwidth consumption in a 
transmission broadcast in accordance with the present 
invention and in a transmission broadcast in a con-
strained flood; · 

FIGS. 12 and 13 graphically compare transmission 
delays between a broadcast in accordance with the 
present invention and a broadcast utiJizing a constrained 
flood; 

FIGS. 14, 15, and 16 graphically depict broadcast 
survivability in a transmission in accordance with the 
present invention; 

FIG. 17 is a block diagram depicting the general 
. configuration of a node; and 

FIG. 18 is a flow chart of the overall operation. 
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DETAILED DESCRIPTION OF A PREFERRED 
EMBODIMENT 

source node to send out another Scout packet without 
having to wait for the previous Scout packet to be ac
knowledged. As soon as a new set of routes is available, 

With reference to FIG. 18, at predetermined inter- it becomes the active set of routes at the source node, 
vals, a source node, such as one of the source nodes 5 but older sets of routes are stiJI maintained by other 
depicted in FIG. 1, designates a broadcast packet as a nodes long enough for packets already in route to reach 
Scout packet (step 1) and transmits that packet in a their destinations. By reusing a number of preallocated 
constrained flood (step 2), not only to send the packet to Scout Labels, one after another; the source node man-
aU receiving nodes. e.g. the nodes depicted in FIG. 2, ages the multiple sets of routes in an orderly fashion. 
but also to establish the broadcast routes to those re- JO In the forwarding phaser the source node sends out 
ceiving nodes. FIG. 4 sets forth the program design broadcast packets identified by its Source ld and a 
language for the algorithm to determine whether it is Scout Label, thereby signalling to receiving nodes that 
time for a packet to be designated as a Scout packet. these packets are to be ·forwarded on the routes that 
Each such Scout packet is identified by a Source ld, were built from the Scout packet with the specified 
indicative of the source node, and a Scout Label, identi- IS Scout Label. FIG. 9 is the program design language for 
fying the particular Scout packet from that source node. the source node to generate and transmit these non-

At each receiving node, if the Scout packet bas not flood packets. Packets are copied and forwarded by 
been seen before by the node, as determined from the nodes according to the routing information contained in 
packet's Source Id and Scout Label (step 3), then the the nodes' broadcast routing tables. Thus, each node 
node accepts the Scout packet and passes it on to the 20 uses the Source Id and Scout Label to look up entries in 
next higher layer (step 4), logs the Scout packet in the its Received From and Send To columns, discards 
node's constraint table (step 5). sends back an Ack packets that did not come from neighbors on its Re-
Scout packet to the neighbor node that forwarded the ceived From Jist, and forwards the other packets to 
Scout packet (step 6), enters identification of that neigh- those of its neighbors that are on the Send To list associ-
bar node in the Received From coiumn of the broadcast 25 ated with the Source Id and Scout Label of each respec-
routing table indexed by Source Id and Scout Label tive packet. FIG. 10 presents the program design lan-
(step 1), copies and forwards the Scout packet on aU guage for this. 
links except the link on which it arrived (step 8), and This flood-and-forward routing algorithm has been 
sets a timer, designated Ack Scout Timer, for receipt of coded, tested and evaluated in a high fidelity network 
acknowledgements of the Scout packet from the nodes 30 simulation environment developed for studying com-
to which the node has forwarded the Scout packet (step munication networks. The network has six sensor nodes 
9). The timer is set roughly to the longest round trip in a simple ring topology, of the type depicted in FIG. 
transmission time between the node and its neighbor 1, and 299 other nodes in a brick wall topology of 13 
nodes. If a reliable link service protocol is used, retrans- rings, of the type depicted in FIG. 2. Sensor data are 
mission delay must also be included. If the receiving 35 broadcast from sensor nodes to aU other nodes on point-
node has previously seen the Scout packet, as deter- to-point links sized at 500 Kb/s each. The six sensor 
mined by finding the Source Id and Scout Label in the nodes generate a combined traffic load of 460 Kb/s. A 
node's constraint table, then the node discards the Scout comparison of performance and cost between flood-
packet (step 10). The constraint tabl~ can be a memory and-forward routing and constrained flooding has been 
look-up table. FIG. 5 sets forth the program design 40 made. 
language for this. The Source ld and Scout Label are With the exception of Scout packets, packets in 
sufficient for proper acknowledgement of a Scout flood-and-forward . routing are forwarded along 
packet. Due to their brevity, Ack Scout packets may be branches of a spanning tree. For each non-flood broad-
piggybacked and redundantly transmitted for added cast, only one one-hop packet is generated per destina-
reJiability. FIG. 6 sets forth the program design Jan- 45 tion, thus achieving the optimal use of bandwidth. In 
guage for the source node to generate the Scout pack- FIG. 11, cumulative distribution function (CDF) curves 
ets. for bandwidth consumption are shown with all links in 

Broadcast routes are extracted from Ack Scout pack- the network included. A point on the CDF curve shows 
ets and recorded as they are received by each node. how many links have bandwidth consumption less than 
When the Ack Scout Timer expires, the node enters in 50 or equal to the corresponding value found on the x-axis. 
the Send To column of its broadcast routing table a list Since the network topology under evaluation has three 
of its neighbor nodes from which it has received an Ack links per node, the majority of links have their band-
Scout packet (step 11), indexed by Source ld and Scout width consumption reduced in ha1fwhen flood-and-for-
Label, and enters Null for those neighbor nodes from ward routing is used. In general, the reduction factor is 
which it has not received an Ack Scout packet. FIG. 7 55 proportional to the number oflinks per node minus one. 
sets forth the program design language for this algo- Packets in flood-and-forward routing are forwarded 
rithm. on routes selected by constrained flooding. However, 

The same algorithm also works for the source node, since there are fewer packet duplicates, and thus less 
which originates the flood packet, if the source node congestion and queue delay, end-to-end delay s better 
treats itself as a forwarding node and utilizes a nuU 60 than that of constrained flooding. FIG. 12 shows CDF 
indication to indicate the incoming link so that the curves comparing the delay from broadcast source to 
source node forwards the Scout packet on al1 of its all destinations utilizing the flood-and-forward tech-
links. nique of the present invention with constrained flood-

After the Ack Scout Timer expires at the source ing. The smaller queue delay experienced by packets in 
node, routes indexed by Source ld and Scout Label in 65 flood-and-forward routing, as shown in FIG. 13, is a 
the broadcast routing table are available for use. FIG. 8 direct consequence of the optimal use of bandwidth. 
presents the program design language for establishing Each source in fl~-and·forward routing maintains 
these routes. Use of multiple Scout Labels allows the multiple sets of routes to be able to adapt quickly to 
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existing traffic conditions. For example, if Scout pack-
8 

rate, the time for routes to Jive, the number of sources, 
and the number of Jinks per node. 

What is claimed is: · ·-· · 
1. In a communication network having a plurality of· 

ets are generated at a rate of I 0 Scout packets per sec
ond, new routes are available every 0. 1 second. The 
rate of generation of Scout packets can be adjusted up 
or down to meet network requirements. 

It takes some time for a Scout packet to propagate 
--... and reach all nodes, but the source node does not have 

to wait for feedback from the most distant node. Routes 
can be used almost as soon as neighbor nodes acknowl
edge the Scout packet. The wait period is approxi
mately twice the longest hop delay in the network, so as 

5 communication nodes including at least one source 
node and a plurality of receiving nodes, the source node 
transmitting data packets to all the receiving nodes in a 
broadcast transmission ~ode, a method of operation 

. comprising: 
10 (a) at the source node, periodically designating one of 

to prevent non-flood packets from catching up with 
Scout packets. If topological changes cause some route 
segment to be broken, the network will recover from 
any packet loss as soon as the wait period for a new 15 
Scout packet ends, e.g., within 0.1 seconds. 

Broadcast survivability is a measure of how well a 
routing algorithm manages to deliver a broadcast 
packet in face of packet errors. Unfortunate1y, for any 
broadcast routing scheme employing a spanning tree, 20 
loss of a forwarded packet due to packet errors may 
result in a whole subtree of destinations not receiving 
the broadcast. 

The effect of packet errors on broadcast survivability 
can be analytically projected for such routing schemes. 25 
For example, for a perfectly balanced binary tree, i.e., 
three links per node, let p be the packet error rate, and 
2A"- I the number of nodes. Then, the average number 
of nodes not receiving a broadcast is given by: 

N-1 . ... . 
. X (I - p)'p(2" - 2') 
1=0 

30 

The percentage of nodes receiving a broadcast is 35 
derived from this equation and plotted as a function of 
the packet error rate in FIG. 14. The projection appears 
to show disappointing broadcast survivability for flood
and-forward routing; however, when flood-and-for
ward routing is s_imulated with a reliable Jink service 40 
protocol, which implements hop-by-hop acknowledge
ment and retransmission, the broadcast quality is vastly 
improved to about the same level as that of constrained 
flooding, as depicted in FIG. i.S. For applications which 
depend critically on the broadcast being received by 45 
every node, flood-and-forward . routing guarantees a 
very high probability of perfect delivery. For a 10% 
packet error rate, FIG. 16 shows 98.52% perfect deliv
ery by flood-and-forward routing, as contrasted with 
66.58% perfect delivery by constrained flooding. so 

The true strength of flood.;,and-forward . routing is 
that it achieves its superb performance with very little 
cost. A Scout packet is just a data packet spearheading 
a wave of other data packets, and routes are generated 
as needed by each source. A Scout packet will not be ss 
sent if there is no traffic, but if the routes are outdated, 
the first data packet ~ut must be a Scout packet. The 
overhead in Ack Scout packets is insignificant, and 
there is no computation and maintenance of spanning 
trees. 60 

In flood-and-forward routing, the size of the con
straint table is proportional to the Scout packet genera
tion rate (which is comparatively very low), time for 
Scout packets to live. and 0 the number of sources. For 
a traffic rate of 50,000 pkts/sec and a Scout packet rate 65 
of 10 packets/sec., this represents a size reduction of 
5000 to 1. Similarly, the size of the broadcast routing 
table is proportional to the Scout packet generation 

the data packets as a scout packet for estab1ishing 
broadcast routes to the receiving nodes; incorpo
rating into the scout packet a·source identification, 
indicative of the identification of the source node, 
and a scout label, indicative of the particular scout 
packet; transmitting that scout packet to all the 
receiving nodes in a constrained flood broadcast 
transmission; and initiating a first time intervaJ · 
having a predetermined duration for receipt of 
acknowledgements of receipt of the scout packet; 

(b) at each receiving node, maintaining a constraint 
table of the source identifications and scout labels 
of received scout packets and a broadcast routing 
table for received scout packets,· said broadcast 
routing table being indexed by source identifica
tions and scout labels; receiving the transmitted 
scout packet; determining whether the source iden
tification and scout label of the received scout 
packet are in the constraint table; if the source 
identification and scout label of the received scout 
packet are in the constraint table, then discarding 
the scout packet; and if the source identification 
and scout label of the received scout packet are not 
in the constraint table, then (1) transmitting an 
acknowledgement of the scout packet to the node 
from which the scout packet was received, (2) 
transmitting the scout packet to other receiving 
nodes in accordance with the constrained flood 
broadcast transmission, (3) initiating a second time 
interval having a predetermined duration for re
ceipt of acknowledgements of receipt of the scout 
packet by said other receiving nodes, (4) recording 
the source identification and scout label of the 
scout packet in the constraint table, and (5) record
ing in a .. received column" in the broadcast routing 
table the identification of the node from which the 
scout packet was received, and (6) recording in a 
.. send to" column in the broadcast routing table the 
identificatioQ of the other receiving nodes from 
which an acknowJedgement of receipt of the scout 
packet is received during the second time interval; 

(c) at the source node, receiving acknowledgements 
of receipt of transmitted scout packets; incorporat
ing into non-scout data packets the source identifi
cation and scout label of the scout packet for which 
the first time interval has most recently expired; 
and transmitting the non-scout data packets to 
those nodes from which an acknowledgement has 
been received of receipt of the scout packet having 
the source identification and scout label that are 
incorporated into such non-scout data packet; and 

(d) at each receiving node. receiving non-scout data 
packets; determining whether the .. raceived from, 
column of the broadcast routing table has recorded 
therein as the node from which said receiving node 
received the scout packet having the same source 
identification and scout label as are incorporated in 
the received non-scout data packet the identifica-
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tion of the node from which said each receiving 
node received the non-scout-data packet; if the 
.. received from" column of the broadcast routing 
table has recorded as the node from which said 
receiving node received the scout packet having 5 
the same source identification and scout label as are 
incorporated in the received non-scout data packet 
the node from which the receiving node received 
the non-scout data packet, then transmitting the 
non-scout data packet to those receiving nodes 10 
recorded in the .. send to" column of the broadcast 
routing table for that scout packet; and if the .. re
ceived from" column of the broadcast routing table 
does not have recorded as the node from which 
said receiving node received the scout packet hav- 15 
ing the same source identification and scout label as 

20 

25 

30 

35 

40 

45 

so 
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60 

65 
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10 
are incorporated in the received non-scout data 
packet the node from which the receiving node 
received the non-scout data packet, then discarding 
the non-scout data packet. 

2. A method as claimed in claim 1. wherein each 
receiving node initiates the second time interval to have 
a time substantialJy equal to the longe.st round trip trans
mission time between the receiv-ing node and the other 
receiving nodes to which said receiving node transmits 
the scout packet. 

3. A method as claimed in claim 1, wherein each 
receiving node transmits the source identification and 
scout label of the received scout packet as the acknowl
edgement. 
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Art Unit: 2155 

DETAILED ACTION 

1. Claims 1-49 have been examined and are pending with this action. 

Specification 

2. This application does not contain a brief summary of the invention as required by 37 CFR 1. 73. 

A brief summary of the invention· is required. 

3. This application does not contain an abstract of the disclosure as required by 37 CFR 1.72(b). 

An abstract on a separate sheet is required. 

4. The following guidelines illustrate the preferred layout for the specification of a utility 

application. These guidelines are suggested for the applicant's use. 

Arrangement of the Specification 

As provided in 37 CFR 1.77(b), the specification of a utility application should include the 

following sections in order. Each of the lettered items should appear in upper case, without 

underlining or bold type, as a section heading. If no text follows the section heading, the phrase ~~Not 

Applicable~~ should follow the section heading: 

(a) TITLE OF THE INVENTION. 
(b) CROSS-REFERENCE TO RELATED APPLICATIONS. 
(c) STATEMENT REGARDING FEDERALLY SPONSORED RESEARCH OR 

DEVELOPMENT. . 
(d) INCORPORATION-BY-REFERENCE OF MATERIAL SUBMITTED ON A COMPACT DISC 

(See 37 CFR 1.52(e)(5) and MPEP 608.05. Computer program listings (37 CFR 
1.96(c)), uSequence Listings'' (37 CFR 1.821(c)), and tables having more than 50 pages 
of text are permitted to be submitted on compact discs.) or 
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Application/Control Number: 09/629,576 

Art Unit: 2155 

(S} 
Page 2 

REFERENCE TO A 11 MICROFICHE APPENDIX" (See MPEP § 608.05(a). "Microfiche 
Appendices" were accepted by the Office until March 1, 2001.) 

(e) BACKGROUND OF THE INVENTION. 
(1) Field of the Invention. 
(2) Description of Related Art including information disclosed under 37 CFR 1.97 and 
1.98. 

(f) BRIEF SUMMARY OF THE INVENTION. 
(g) BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWING(S). 
(h) DETAILED DESCRIPTION OF THE INVENTION. 
(i) CLAIM OR CLAIMS (commencing on a separate sheet). 
(i) ABSTRACT OF THE DISCLOSURE (commencing on a separate sheet). 
(k) SEQUENCE LISTING (See MPEP § 2424 and 37 CFR 1.821-1.825. A "Sequence Listing" 

is required on paper if the application discloses a nucleotide or amino acid sequence as 
defined in 37 CFR 1.821 (a) and if the required "Sequence Listing" is not submitted as 
an electronic document on compact disc}. 

Claim Rejections - 35 USC § 102 

The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the basis 

for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless-

(e) the invention was described in a patent granted on an application for patent by another filed in the United States 
before the invention thereof by the applicant for patent, or on an international application by another who has fulfilled the 
requirements of paragraphs (1 ), (2), and (4) of section 371 (c) of this title before the invention thereof by the applicant for 
patent. 

The changes made to 35 U.S.C. 1 02(e) by the American Inventors Protection Act of 1999 

(AlP A) do not apply to the examination of this application as the application being examined was not 

(1) filed on or after November 29, 2000, or (2) voluntarily published under 35 U.S.C. 122(b}. 

Therefore, this application is examined under 35 U.S.C. 102(e) prior to the amendment by the AIPA 

(pre-AIPA 35 U.S.C. 102(e)). 

' 1· 

i 

I 

I r 

I 
·~ 

' i 
i 

I 
~ 

[ 
~ 

I' 
L 
l 
1: 

f 

I 

0161



/~ 
I// 

Application/Control Number: 09/629,576 
/}' r. ··"-.- ': 

1 ~ ;__ ~ -f 

Page 3 

Art Unit: 2155 

5. Claims 1-49 are rejected under 35 U.S.C. 102(e) as being anticipated by McCanne (US 

6611872 81 ). 

INDEPENDENT: 

As per claim 1, McCanne teaches a computer network having a plurality of participants (see 

title and Fig.1 ), each participant having connections to at least three neighbor participants (see Fig.1 ), 

wherein an originating participant sends data to the other participants by sending the data through 

each of its connections to its neighbor participants (see col.6, lines 27 -36) and wherein each 

participant sends data that it receives from a neighbor participant to its other neighbor participants 

(see col.12, lines 60-67). 

As per claim 13, McCanne teaches a component for controlling communications of a 

participant with a broadcast channel (see title and abstract), comprising: a contact module that 

locates a portal computer and requests the located portal computer to provide an indication of 

neighbor participants to which the participant can be connected (see col.3, lines 21-27 and col.8, lines 

53-61 ); and a join module that receives the indication of neighbor participants and establishes a 

connection between the participant and each of the indicated neighbor participants (see col.6, line 65 

to col.?, line 1; col.8, fines 57-61; and col.10, lines 45-48). 

As per claim 19, McCanne teaches a broadcast channel for participants (see Fig.1 ), 

comprising: a communications network that provides peer-to-peer communications between the 

participants connected to the broadcast channel (see col.5, lines 32-35; col.?, lines 22-25; and col.23, 

lines 22-25); and for each participant connected to the broadcast channel, an indication of four 

neighbor participants of that participant (see Fig.1 ); and a broadcast component that receives data 

from a neighbor participant using the communications network and that sends the received data to its 

other neighbor participants to effect the broadcasting of the data to each participant of the to 

broadcast channel (see col.7, lines 20-22 and col.12, lines 60-67). 
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As per claim 28, McCanne teaches a broadcast channel comprising a plurality of participants 

(see Fig.1 ), each participant being connected to neighbor participants (see Fig.1 ), the participants 

and connections between them forming an m-regular graph (see Fig.1 ), where m is greater than 2 

and the number of participants is greater than m (see Fig.1 ). 

As per claim 36, McCanne teaches a broadcast channel comprising a plurality of participants 

(see Fig.1 ), each participant being connected to neighbor participants (see Fig.1 ), the participants 

and connections between them form an m-regular graph (see Fig.1 }, where m is greater than 2 (see 

Fig.1 ), and wherein when a participant receives data from a neighbor participant, it sends the data to 

its other neighbor participants (see col.?, lines 20-22 and col.12, lines 60-67). 

As per claim 44, McCanne teaches a computer-readable medium containing instructions for 

controlling communications of a participant of a broadcast channel (see col.2, lines 42-44 and col.22, 

lines 28-37), by a method comprising: locating a portal computer; requesting the located portal 

computer to provide an indication of neighbor participants to which the participant can be connected; 

receiving the indications of the neighbor participants; and establishing a connection between the 

participant and each of the indicated neighbor participants (see claim 13 rejection above). 

DEPENDENT: 

As per claim 2, McCanne further teaches wherein each participant is connected 2 to 4 other 

participants (see Fig.1 ). 

As per claims 3, 30, and 39, McCanne further teaches wherein each participant is connected 

to an even number of other participants (see Fig.1 and col.23, lines 25-31 ). 

As per claims 31 and 40, McCanne further teaches wherein m is odd and the number of 

participants is even (see Figs.1, 2, & 3c). 
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As per claim 37, McCanne further teaches wherein the number of participants is greater than 

m (see claim 28 rejection above). 

As per claims 4-6, 29, and 38, McCanne further teaches wherein the network or graph is 

m-regular and m-connected, where m is the number of neighbor participants of each participant (see 

Fig.1). 

As per claims 7 and 27, McCanne further teaches wherein all the particjpants are peers (see 

col.?, lines 22-25 and col.12, lines 39-41 ). 

As per claim 8, McCanne further teaches wherein the connections are peer-to-peer 

connections (see claim 19 rejection above). 

As per claims 9, 18, 25, 34, 43, and 49, McCanne further teaches wherein the connections are 

TCP/IP connections (see col.27, line 16 and cot.28, lines 28-36). 

As per claims 1 0, 14, 15, 22, 32, 41, 45, and 46, McCanne further teaches wherein each 

participant is a process executing on a different computer system (see col.2, lines 42-44). 

As per claim 11, McCanne further teaches wherein a computer hosts more than one 

participant (see col.22, lines 35-46). 

As per claim 12, McCanne further teaches wherein each participant, sends to each of its 

neighbors, only one copy of the data {see col.19, lines 44-61 ). 

As per claims 16, 35, and 47, McCanne further teaches of a broadcast module that receives 

data from a neighbor participant of the participant and transmits the received data to the other 

neighbor participants (see col.?, lines 20-22 and col.12, lines 60-67). 

As per claims 17 and 48, McCanne further teaches of a connection request module that 

receives a request to connect to another participant, disconnects from a neighbor participant, and 

connects to the other participant (see col.19, lines 1-9). 
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As per claim 20, McCanne further teaches wherein the broadcast component disregards 

received data that it has already sent to its neighbor participants (see col.19, lines 44-61 ). 

As per claim 21, McCanne further teaches wherein a participant connects to the broadcast 

channel by contacting a participant already connected to the broadcast channel (see col.6, line 65 to 

col'.?, line 1; coi.B, lines 57-61; and col.10, lines 45-48). 

As per claim 23, McCanne further teaches wherein each participant is a computer thread (see 

col.2, lines 42-44 ). 

As per claims 24, 33, and 42, McCanne further teaches wherein each participant is a computer 

(see col.3, lines 18-20). 

As per claim 26, McCanne further teaches wherein the communications network is the Internet 

(see col.2, rines 45-49). 
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6. Any inquiry concerning this communication or earlier communications from the examiner 

should be directed to Young N Won whose telephone number is 703-605-4241. The examiner can 

normally be reached on M-Th: 8AM-6PM. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's supervisor, 

Hosain T Alam can be reached on 703-308-6662. The fax phone number for the organization where 

this application or proceeding is assigned is 703-872-9306. 

Any inquiry of a general nature or relating to the status of this application or proceeding should 

be directed to the receptionist whose terephone number is 703-305-3900. 

Young N Won 

~~~/2 
January 29, 2004 
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DISTRIBUTED TELECOMMUNICATIONS 
SWITCHING SYSTEM AND METHOD 

This utility patent application claims the benefi.t of U.S. 
Provisional Application Ser. No. 60/032,609, entitled "Tech- 5 

nique and System for Accessing Asynchronous Transfer 
Mode Networks," fi.led on Dec. 4, 1996. 

TECHNICAL FIELD OF Tiffi INVENTION 

This invention relates generally to the field of telecom- 10 

munications switching and more particularly to a distnbuted 
telecommunications switching system and method. 

BACKGROUND OF TilE INVENTION 
15 

2 
to, an ATM network. The present invention may be 
employed to interface with an ATM network, such as central 
offices of a public switched telephone network or wide area 
networks that operate through the transmission of optical 
signals in ATM format, and to route information between the 
~ network and designated subscnber interfaces. For 
example, the present invention may be interposed between 
a wide area network having anATM backbone and customer 
premise equipment. Such placement allows for the present 
invention to provide different functions on behalf of the wide 
area network (such as a "policing" function, which regulates 
the traffic flow to wide area networks), as :well as on behalf 
of the customer premise equipment (such as a rate adoption 
function for local area networks). 

Multiple interconnected units (which can also be referred 
A variety of telecommunications networks have been ~d to as "shelves" or "channel banks") are preferably used to 

to establish communication between customer prennses implement the present invention. The multiple units may be 
equipment (CPE) uni~ and .~ ce?,tral office. ~ost o_f these physically located in a common place or in remote loc~tions 
networks are formed rn a tree structure, rn which the from one another. Each unit is associated with a plurality of 
central office is connected to several ~tcl1~g u~ts, which 20 subscnber interfaces, and performs distinct functions and 
are each connected to several smaller SWJtching uruts, and so procedures to the traffic deriving from the PJM network or 
on along the "branches" of the tree. At the lowest level of subscnber interfaces. The cumulative effect of the multiple 
switching units, each unit is connected to one or more CPE units is to form a technique and system that, among other 
units. things, routes and controls the ATM traffic amongst the 

To route addressed data or otherwise communicate with 25 various subscriber interfaces. As such, the present invention 
one of the CPE units, the central office determines which can be considered as a series of distributed A1M switches or 
branch of the tree services the CPE unit in question. The data nodes that collectively function as a single switching or 
is then passed to the switching system for that branch, which multiplexing entity. 
in tum passes the data on to the -next lower level in the Preferably, the units are serially connected to one another 
switching hierarchy, and so on, until the data reaches the 30 (i.e., daisy-chained) such that any one unit is connected to 
CPE unit. one or two other units. The :first and last units are connected 

This routing scheme requires that each switching system 
at each level in the hierarchy must store address and routing 
information for all of the CPE units serviced by it. If the 
customer base is expanded to include additional CPE units, 35 

to only one other unit, while the intermediate units be_tween 
the :first and last units are connected to two other untts. 

BRIEF DESCRIPTION OF TilE DRAWINGS 

then all switching systems routing traffic to the new CPE For a more complete understanding of the present inven-
units must be reprogrammed to store the new address and tion and the advantages thereof, reference is now made to 
routing information. Therefore, it is desirable to avoid the following description taken in conjunction with the 
establishing, maintaining, and updating address and routing accompanying drawings, wherein like reference numerals 
information storage for the entire network at each switching 40 represent like parts, in which: 

system therein. FIG. 1 illustrates a block diagram of a telecommunica-

SUMMARY OF 1HE INVENTION tions network; 

Therefore, a need bas arisen for a telecommunications 
switching system that addresses the disadvantages and defi
ciencies of the prior art. 

FIG. 2 illustrates a block diagram of a portion of a 

45 switching subsystem within the telecommunications net
work; 

FIG. 3 illustrates a block diagram of a channel bank unit 
within the switching subsystem; 

FIG. 4 illustrates another block diagram of the channel 
bank; 

FIG. 5 illustrates a block diagram of a top level memory 
fabric of the switching subsystem; 

FIG. 6 illustrates a block diagram of the fabric controls of 
the switching subsystem; 

A distnbuted telecommunications switching system is 
disclosed. The system includes a controller that generates 
and transmits a control signal which carries a plurality of 

50 
credit allowance values. A :first switching system receives 
the control signal and transmits data packets to a second 
switching system in response to a :first credit allowance 
value. A third switching system receives the control signal 
and transmits data packets to the :first switching system in 
response to a second credit allowance value. 

55 FIG. 7 illustrates a block diagram of the memory man-

A technical advantage of the present invention is that 
subscnbers to over-subscnbed traffic classes receive service 
mediated by an upstream flow control process. A further 
advantage is _that upstream bandwidth is distnbuted to 
subscnbers in fair manner independent of the switching 
system to which a subscriber is oonnected. 

The present invention may be advantageously used to 
facilitate access to asynchronous transfer mode ("_KIM") 
networks and environments. 

The present invention provides for a technique and system 
that can be employed to interface with, and provide access 

agement within the switching subsystem; 
FIG. 8 illustrates a block diagram ·of a logical queue 

structure within the switching subsystem; 

60 FIG. 9 is a block diagram of a distnbuted telecommuni-
cations switching subsystem; 

FIG. 10 is a block diagram of a controller for use in the 
distributed switching subsystem; 

FIG.ll is an expanded block diagram of an ingres.S queue 
6s system for use in the distnbuted switching subsystem; 

FIG. 12 is a block diagram of a terminating controller for 
use in the distnbuted switching subsystem; 
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FIG. 13 is a block diagram illustrating a first upstream 
flow control system for the distnbuted switching subsystem; 
and 

FIG.14 is a block diagram illustrating a second upstream 
flow control system for the distributed switching subsystem. 5 

DETAILED DESCRIPTION OF TilE 
INVENTION 

4 
control may be provided by the switching subsystem 100, 
such as the following: 

(1) instantaneous controls, including controlling the rout
ing of ATM cells, the discarding of selective ATM cel1s, 
the signaling of A1M cell mapping, statistics gathering 
concerning ATM cells, and the marking of ATM cells; 

(2) real time controls, including controlling the manage
ment of ATM cell buffers, the analysis and assessment 

FIG 1 is a block diagram of a telecommunications of "fairness" for various classes of service, and the 
• 10 . f .. 

network 10. Telecommunications network 10 includes a computation o queue occupancies, 
central office 11, an asynchronous transfer mode (ATM) (3) hop-by-hop (or segment-to-segment) propagation 
switch 12, a time division multiplex (IDM) switch 13, a delay controls; 
central digital loop carrier system 14, a remote digital loop (4) end-to-end propagation delay controls; and 
c~er. system 15, one or more re?Iote terminal16, and a 15 (5) ed-to-end round trip delay controls. 
sWitchmg subsystem 100. In operation, central office 11 may tUM cells include information such as virtual path 
receive time divis~on multiplex traffic from IDM switch 13 ("VP") and virtual circuit ("VC") routing information, and 
~t any _of a plur~ty of channel banks _17. The IDM traffic information concerning their termination ("terminating 
IS received by a line card 18, appropnately processed, and information}. Each switching unit 104 analyzes and evalu-
transferred to a common control shelf 19 where the TDM 20 ales the information included with each A1M cell. If the 
traffic can be passed to an appropriate central digital loop ATM cell identifies VP or VC routing information that is 
c~er system 14. Digital loop carrie~ system 1~ ::nay also associated with a particular switching unit 104 analyzing the 
receive A1M traffic from ATM SWitch 12. Dtgxtal loop cell, then the cell is forwarded by that particular switching 
carrier system 14 integrates the TDM tr~c with ~e ATM unit to the appropriate destination. Similarly, if the .A1M 104 
traffic for t~er, prefera~ly over an optical .fiber link~~ to 25 cell includes terminating information that is associated with 
a remote _digxtalloop earner s>:s:em 15: The remote digital the particular switching unit 104 evaluating the cell, then the 
loop earner syste_m 15 may p~t10n the J?tegrat~d TDM and cell is terminated by that particular switching unit 104. In the 
ATM traffic received over optical fiber ~ 20 mto separate absence of matching routing or terminating information 
TDM and A1M tr~c streams. The partili~med TDM ~c between theATM cell and the evaluating switching unit 104, 
str:am may I>:: proVId_ed ~ a re~?te termmal ~6 according 30 then the evaluating unit passes the cell downstream to the 
to Its appropn~te destinab?~· Digital loop earner sys!em_15 next switching unit 104. That switching unit 104 will then 
may also proVIde the Pa:tttiOned A1M stream to SWilc~g undertake similar analyses and evaluations. As a result, 
system ~00 that app~p~ately se_nds the ATM strean: to. Its certain switching units 104 are operable to forward or 
appropnate user destination. While FIG.1 shows SWitching terminate certain A1M cells. However. when the multiple 
subsystem 100 as only recei~ng an A1M stream, switching 35 switching units 104 are considered colle~tively, they are able 
subsystem 100 may also receive and process TDM streams to either forward or terminate all of the A1M cells. As such, 
from telecommunications network 10. the switching subsystem 100 provides for a distnbuted 

FIG.1 illustrates a switching subsystem 100, also known switching technique. 
as an ATM service access multiplexer, in accordance with a A conformant stream of information is preferably trans-
preferred embodiment of the present invention. As 40 mitted between the switching units 104. Such conformant 
illustrated, switching subsystem 100 may communicate to stream is established by the imposition of control procedures 
an.AJ:M switch 12, as commonly found in a central office 14, through the use of the control loop 112. 
through a shared communication link 110. Switching sub- A fairness analysis and credit-based scheme may, for 
system 100 includes a first switching unit 104a, a last example, be established through the control loop 112 to 
switchingunit104n,andoneormoreinlermediateswitching 45 control upstream congestion between the switching units 
units 104i interposed between the first switching unit 104a 104. The first switching unit 104a preferably generates a 
and the last switching unit 104n. Such switching units 104 command cell in the downstream direction. The command 
are connected to one another through bidirectional connec- cell includes information that defines the credits to be 
lions 108, which collectively can be considered to provide awarded to each unit switching 104, in accordance with the 
for a control loop 112. Such connections 108 preferably so fairness analysis and assessment, and effects the down-
transmit optical signals, such as OC-3 optical signals. stream serial transmission of that cell to the other units. In 
Further, the switching units 104 are each associated to response to reception of the command cell, the last switching 
certain subscnber interfaces. specifically, the first switching unit 104n generates a feedback status cell, which includes 
unit 104a is associated with certain subscriber interfaces by feedback status information, such as the congestion status 
link 106a> the intermediate switching units 104i are associ- ss and behavioral attributes of a given shelf. The feedback 
ated with other subscnber interfaces by link 106i, and the status cell is, however, passed upstream and the feedback 
last switching unit 104n is associated with still other sub- information therein is modified by the intermediate switch-
scnber interfaces by link 106n. ing units 104i. Sped.fically, each intermediate switching unit 

Bi-directional connections 108 between the units allow 104i preferably supplements the information already 
for the transmission of control and routing information to be 60 included in the feedback status cell, which concerns other 
transferred between the units. The transmission of informa- units, with feedback information concerning that particular 
lion may be in the downstream direction, such as from the unit. Using the information provided for in the command 
first switching unit 104a to the intermediate switching unit cell, together with the feedback status cell, allows for a 
104i that it is directly connected to. Sintilarly, information credit-based scheme to take place whereby each switching 
may be transmitted in the upstream direction, such as from 65 unit 104 is informed of the number of credits it is awarded. 
the last switching unit 104a to the intermediate switching The number of credits relates to the number of ATM cells 
unit 104i that it is directly connected to. Various levels of that a switching unit 104 can pass upstream in a given period 

f. 
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of time. Upon receiving the credits, a particular switching 
unit 104 may start to launch PJM cells into the upstream 
connection 108 until its credits are exhausted. The above
descnbed fairness analysis and credit-based scheme is pref
erably implemented by designating one of the switching s 
units 104 as a master, and the other units as slaves. The 
master switching unit 104, preferably the first switching unit 
104a, should be operable to compute the credits awarded to 
each slave unit switching 104 ·based on the command and 
feedback status cells, and to inform each slave switching 10 

unit of its allotted number of credits. As a consequence of the 
fairneSs analysis and credit based scheme, the connections 
108 between the switching units 104 are regulated such that 
upstream congestion (i.e., a bottleneck) is avoided. 

FIG. 2 is a block diagram of switching unit 104. Switch- 15 

ing unit 104 includes an asynchronous transfer mode bank 
channel unit (ABCU) card 22 and a plurality of asynchro
nous digital suhscnber line (ADSL) line cards 24. While 
ADSL line cards 24 are to be descnbed preferably with 
respect to the asynchronous digital subscriber loop protocol, 20 

ADSL line cards 24 may be implemented with other appro
priate transmission protocols. In operation, switching unit 
104 receives asynchronous transfer mode cells at an A1M 
cell multiplexer add/drop unit 25. Add/drop unit 25 deter
mines whether each .AIM cell received bas the appropriate 25 

destination and addressing information for a user serviced 
by ADSL line cards 24 associated with ABCU card 22. If 
not, then the A1M cell is passed to the next switching unit 
104 within switching subsystem 100. If add/drop unit 25 
identifies an ATM cell with the correct addressing and 30 

destination information, then the ATM cell is forwarded to 
an appropriate bus interface 26 for transfer to an appropriate 
ADSLline card24. The appropriateADSLline card includes 

6 
If a match did not occur at downstream VP lookup table 42, 
a comparison is done at downstream VC lookup table 44. If 
a match occurs at downstream VC lookup table 44, then the 
ATM cell is sent to queue 46. If a match still has not 
occurred, a downstream CPU lookup table 48 is consulted to 
determine if the Al'M cell is a control cell to be processed 
by the CPU on the ABCU card 22. If a match occurs at the 
downstream CPU lookup table 48, the ATM cell is passed to 
the CPU ofABCU card 22. If there is still no match, then the 
ATM cell is not destined for this ABCU card 22. The PJM 
cell is then passed to the next switching unit 104 within 
switching subsystem 100. The next switching unit 104 
performs a similar lookup process described above. ATM 
cells provided to ADSL line card 24 are placed into a buffer 
50, processed by a transmission convergence layer 52, and 
sent to the remote unit 29 through a physical layer interface 
54. 

In the upstream direction, ADSL line card 24 receives an 
ADSL transmission from remote unit 29 and physical layer 
interface 54. The ADSL transmission is processed by TC 
layer 52 and the resulting traffic is placed into a buffer 56. 
The resulting traffic is sent from buffer 56 to a holding queue 
58 on ABCU card 22. Comparisons are done on the traffic 
cell at upstream VP lookup table 60 and upstream VC 
lookup table 62. If no match is found, the traffic cell is sent 
to the CPU of ABCU card 22 for further processing. If an 
appropriate match OCCUIS, the traffic cell is placed into an 
upstream queue 64 where it awaits scheduling for transmis
sion by a credit scheduler 66. 

ABCU card 22 also receives ATM cells from another 
switching unit 104. ATM cells received from another switch
ing unit 104 are processed by an upstream CPU lookup table 
68 determined whether the receive cell is a control cell. If so, 

a bus interface 27 to extract the ATM cell and provide it to . the J{fM cell received from another switching unit 104 is 
35 passed to the CPU of ABCU card 22 for further processing. a transceiver 28 where the KIM cell is placed into the 

appropriate ADSL transmission format for transmission to a 
remote unit 29. Remote unit 29 processes the ADSL trans
mission received from ADSL line card 24 through a trans
ceiver 30, physical layer unit 31, segmentation and reseg
mentation unit 32 or other appropriate device and a user 40 

interface 33 for transmission to an end user. 
ABCU card 22 may receive IDM traffic over a timeslot 

interchange cable 34 from IDM switch 13 through a switch
ing device such as digital loop carrier system 15. ABCU card 
22 includes a timeslot assigner 35 that places the TDM 45 
traffic into a subscriber bus interface (SBI) protocol format. 
The IDM traffic in the SBI protocol format is provided to an 
SBI selector 36 and sent to the appropriate ADSL line card 
24 for transmission to the end user. 

In the upstream direction, ADSL line card 24 receives an 50 

ADSL transmission from remote unit 29 and places the 
ADSL transmission into an appropriate MM or IDM traffic 
stream at bus interface 27. The iUM and IDM traffic 
streams are transferred to a corresponding SBI selector 36 in 
order to provide the IDM traffic to timeslot assignment 35 55 

and the KIM traffic to add/drop unit 25. 
FIG. 3 is a simplified block diagram of ABCU card 22. In 

the downstream direction, ABCU card 22 receives asyn
chronous transfer mode cells from ATM switch 12 at a 
physical layer interface 40. A downstream virtual path (VP) 60 

lookup table 42 and a downstream virtual circuit (VC) 
lookup table 44 are used in determining whether the ATM 
cell is destined for thisABCU card 22. A comparison is done 

If it is not a control cell, the ATM cell received from another 
switching unit 104 is placed into a bop queue 70. A selector 
72 determines which of the cells in the bop queue 70 and the 
cells identified by the credit scheduler 66 from the upstream 
queue 64 are to be transmitted through a physical layer 
interface 74 to ATM switch 12. 

FIG. 4 provides a more detailed view of ABCU card 22. 
ABCU card 22 may have a switch controller 80 that per
forms the VP and VC lookup of ATM cells received from 
A1M switch 12. If a VC or VP match occurs a controller 80, 
the KIM cells passed to queue 46 are sent to an appropriate 
ADSL line card 24 as determined by a scheduler 82. A rate 
adapter transfers the ATM cell from queue 46 over the cell 
bus to ADSL line card 24 at the appropriate rate as deter
mined by an adapter controller 86. If a lookup match does 
not occur at controller 80, the PJM cells are placed into a 
CPU queue if determined to be a control cell, or a bypass 
queue area 88 for transfer to the next switching unit 104. 
Transfer from the bypass/CPU queue 88 is determined by a 
scheduler 90. ATM cells within bypass queue 88 are trans
ferred to a TC layer 92 and a physical layer interface 93 to 
the next switching unit 104. 

Cells received from another switching unit 104 through 
physical layer interface 93 and TC layer 92 are processed by 
switch controller 80. Switch controller 80 identifies the 
destination for the AJ'M cell received from switching unit 
104 and places it into tbe appropriate queue area 94 for 
external transfer or one of the other queues for internal 
transfer. Switch controller 80 also may receive cells from at downstream VP lookup table 42 to determine whether 

there is a match in the VP addressing. If a match occws, the 
ATM cell is placed into an appropriate queue 46 and is 
scheduled for transmission to associated ADSL line card 24. 

65 ADSL line cards 24 through buffer unit 58 as loaded by a 
recovery unit 96. Cells not in an appropriate 1\fM cell 
format are placed into a queue 97 and processed into the 
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proper format by a segmentation and resegmentation (SAR) 
unit 98. Other types of processing may be performed on 
A1M cells analyzed by switch controller 80 through a per 
VC accounting unit 81, a cell discard unit 83, and a usage 
parameter control policing unit 85. Switch controller 80 may 
also interface with IDM traffic received from lSI cable 34 
through a custom TC layer 87 and a physical layer interface 
89. Switch controller 80 may also provide cells for conver
sion to IDM format to a buffer queue 75. Cells in buffer 
queue 75 are transferred to a IDM cell layer 77 as deter
mined by a scheduler 79 and then sent over TSI cable 34 
through a physical layer interface 73. Switch controller 80 is 
capable of processing KIM cells and IDM traffic for inter
nal and/or external routing and rerouting of traffic from any 
place of origination to any place of destination. 

A OVERVIEW 

Switching subsystem 100 provides daisy chaining of 
multiple units or shelves. The present invention is descnbed 

8 
These switching units 104, preferably nine (9) in number, 

cooperate to implement a single ATM switch node. Different 
procedures are required in the three types of shelves (first, 
intermediate, last) to implement the distributed switch func-

5 lions. 
In one embodiment, an asynchronous transfer mode bank 

channel unit (ABCU) card 22 resident within each switching 
unit provides the functionality for the distributed 
MegaSLAM switch. The nine switching units 104 are daisy 

10 chained via their correspondingABCU cards and may reside 
in different locations. 

The logic resident on the ABCU card 22 implements the 
cell routing function for any ingress cells from either the 
network OC-3c, the daisy chain OC-3c or the Upstream time 

15 division multiplexed (TDM) bus stream. The virtual circuit 
validation process is a two stage process. 

The first stage logic on the ABCU card 22 checks to see 

as having nine switching units concurrently, however, any 20 
number of intermediate shelves 104i may be implemented. 

if a virtual path (VP) connection is provisioned for this 
ingress cell. Each ingress interface can be provisioned to 
support either user to network interface (UNl) or network to 
network (NNI) interfaces. The virtual path lookup is pref-

In other words, all the switching units cooperate to imple
ment a distnbuted switch process and distributed real time 
control processes including fairness. The daisy chaining 
queue (bypass) method takes priority over all local queues. 25 
In effect each switching unit generates a conformant cell 
stream where the sum of all the rates from the multiple 
switching units equal the OC-3 rate. The resultant behavior 

erably a linear table where the 8/12 VP bits point to a 
VP _descriptor. Thus, a table with 256 byte or 4 Kbytes 
VP _descriptor entries may be used. The VP _descriptor 
contains the required connection information. If the virtual 
path lookup is successfu.l, then the cell level processing is 
implemented by the ABCU card 22 and the cell is forwarded 
to the appropriate subsCriber interface destination. Use of the 
linear lookup provides for a fast return of a VP_lookup_ of the nine switching units is equivalent to a single ATM 

switching node. 30 failure indication in the event of a virtual path look up 
failure. Preferably this indication will be provided to the 
next stage within two clock cycles. 

Switching subsystem 100 implements advanced functions 
that are generally transparent to the data path traffic. A 
control loop 112 between the switching units 104 permits the 
switching units 104 to cooperate on the various system 
functions. The switching units 104 are classified as first, 35 
intermediate or last. The first, intermediate, and last switch
ing units 104 generally run similar software, but each of the 
switching units 104 may have its own unique processes. 
Switching subsystem 100 is capable of both VP and VC cell 
routing with support for up to eight or more traffic classes. 40 
The control levels provided by the switching subsystem 100 
can be grouped into five categories, although other control 
levels are possible. The five exemplary categories are: 
1 instantaneous controls 

cell routing 
selective cell discard (EPD, PPD) 
signaling cell mapping 
cell statistics gathering 
EFCI/CLP marking 

2 real time controls 
control process for cell buffer management (to declare 

congestion states) 
compute fairness primitives (i.e. EPD rates) 
compute queue occupancy 

3 hop-by-hop propagation delay controls (or segment-to
segment) 

inter-shelf peer to peer element state signaling (i.e. for 
fairness process) 

4 end-to-end propagation delay controls 
EFCI flow control 

5 end-to-end round trip delay controls 
CAC I!F via NMS 
routing provisioning via NMS 

A virtual circuit (VC) lookup sequence is triggered by the 
VP _lookup_failure indication from the previous state. The 
virtual circuit lookup is preferably implemented in hardware 
by a sorted list that supports a maximum of2K virtual paths. 
The process starts near the middle of the list and tests to see 
if the current 24/28 bit virtual circuit bit pattern is equal to, 
greater than or less than the pattern from the VP _descriptor 
entry. This hardware test preferably requires 2 clock cycles, 
or less, to complete. At 50 MHZ, this would permit 25 
iterations each requiring 40 ns before the 1.0 ps deadline. 
For a VC range that is a power of 2, the number of iterations 
is equal to the exponent plus one (211 supports 2000 virtual 

45 circuits which requires 11 + 1=12 iterations) This design, 
whether implemented in software, firmware, or an 
Application-Specific Integrated Circuit (ASIC) may be used 
in OC-3, OC-12, or other applications. This design further 
may support applications having 64,000 virtual circuits or 

so more. 
If the above two checks failed, then the cell is tested by 

a third stage that evaluates the cell against 8 registers sets 
that preferably identify CPU terminated cells. If a match 
condition is found, the cell is passed to the ABCU card 22 

55 resident CPU. These registers can be programmed to strip 
operation, administration, and maintenance (OAM) cell, 
resource management(RM) cells, and other cells, out of the 
cell streams. 

In the event all three lookups fail for the current cell, the 
60 cell may be passed via a separate FIFO to the next switching 

unit 104 in the daisy chain. This permits the switching units 
104 to implement the distributed switch process. In effect, 
each switching unit 104 is programmed to terminate a subset 

Switching units 104 cooperate to implement a distnbuted 65 

A1M switch. These switching units 104 can be either 
co-located or remotely dispersed. 

of the virtual circuits for the downstream path. But as a 
whole all the switching units 104 terminate all the down
stream virtual circuits. The last switching unit 104n imple-
ments the mis-inserted cell processing function as a proxy 

\,' 
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for all the daisy chained switching units 104. Thus, the last 
switching unit 104n acts as a proxy for all exception events 
for the distnbuted switch fabric. 

The nine distnbuted switching units 104 cooperate to 
produce a conformant stream that not only fits into the s 
communication link bandwidth, but at tbe same time pro
vides fairness to the class of service that is oversubscribing 
the shared communication link to the CO resident ATM 
switch. A control loop initiated by the first switching unit 
104a preferably provides the primitives necessary to imple- 10 

ment the distributed fairness process. The feedback control 
loop is initiated by the last switching unit 104n and the cell 
is modified by the intermediate switching units 104. A credit 
based scheme is implemented and the first switching unit 
104a tells all other switching units 104 how many cells they 15 

can send for the given control period. The fairness analysis 
in the first switching unit 104a is undertaken to compute the 
credits that each switching unit 104 gets for a given control 
period. 

The fairness algorithm will generate conformant streams 20 

in each switching unit 104. Each switching unit 104 in the 
daisy chain treats the upstream daisy chain as the highest 
priority stream and queues the cell in the Bypass queue. The 
locally conformant stream is derived from the output side of 
the lngress_queue_[7 ... 0]. The queues are serviced on a 25 

priority basis with a credit based algorithm. The logic on the 
ABCU card 22 generates the conformant stream by launch
ing the permitted number of cells during the current control 
period. Assuming the control period is in fact equal to 128 
cell times on the OC-3c, then each switching unit 104 is 30 

permitted to launch its portion of the 128 cell budget. The 
credit based scheme guarantees that the physical OC-3 pipe 
never becomes a bottleneck in any of the daisy chained 

10 
free list of buffers has three trigger levels plus one normal 
level they are; 

Congestion 
Level 

Level zero (Ill) 

Level one (I.J) 

Level two (L2) 

Level three 
(L3) 

Level Intent 

Normal state 

Trigger status 
signaling 

Congestion 
Imminent 

Congestion 

Functions 

All cell streams are queued 
and forwarded to target 
spots 
CLP marking 
EFCI marking 
Future ABR procedures or 
credit based 
flow control procedures 
discanls policies on a 
selective basis 
-early packet discard 
-partial packet discard 
-fairness algorithm with per 
class or per group 
granularity 
Future enhancements per 
class or per group 
differentiated procedures 
aggressive discard policies 
-eelllevel discards per 
group or class granularity 
Goal: at all cost protect 
the highest priority Qos 
guaranteed streams. 

If no levels are triggered (i.e. level zero), then all ingress 
cells are enqueued in the eight queues as a function of the 
VC_descriptor queue parameter. The eight queues can be 
serviced with any algorithm with one being a priority 
algorithm. The cells are then mapped into the OC-3 PHY 
layer. If level one is triggered, then CLP marking and EFCI 
marking is implemented on the programmed number of cell links. . . . . . streams destined to some of the queues. If level two is also 

The faun~ algonthm, R?d tts ~cmted. credit based 35 triggered, then level one procedures remain in effect. This is 
control function, for the :Oultiple swttchmg umts 104 should possible because packet level discard will occur before the 
?e based on a control mterval fast enough such that the cells are queued into the respective queue. The EPD proce-
mgress cell exposure does not consume more than a small dure operates on ingress cells with port granularity. The total 
fraction of the total buffer resources (say 5% max). It is number of EPD circuits implemented are shared among the 
believed that a stable (non-oscillating) algorithm is possible 40 ingress ports. Each ingress cell is associated with a 
if the rate of change of the aggregate cell buffers is limited VC_descriptor and the target queue is defined in the 
to a small number <5%. The planned aggregate cell buffer is VC_descriptor. The aggregate of all upstream VCIIVPI are 
SK cells. Thus, five percent exposure would be about 400 evaluated against the active EPD logic elements that are 
cells. If the ingress rate is worst case 1.0 us per cell then the shared with all the ports. These EPD logic elements store the 
control process should be. faster than 400 us. 45 context of the in-progress packet discards. If there is a 

The basic mechanism that permits that upstream algo- match, then the EPD or PPD procedure is implemented by 
rithm to operate in a distnbuted manner over the daisy the hardware. In other words the cell is not queued in one of 
chained switching units 104 is the credit based scheduler in the 8 queues. A pipelined implementation is envisioned 
each switching unit 104. The credit based scheduler coop- where the VC_descriptor lookup occurs and a primitive is 
erates with the controller in the first switching unit 104a. The so appended to identify the target queue and source port The 
communication of the controlling primitives is accom- next state in the pipeline evaluates the cell to match it for a 
plished with out of band control cells. One point to multi- discard VCUVPI in progress for the given port. This means 
point cell is sent in the down stream direction from the fust TBD packets destined for one of eight queues can all be in 
switching unit 104a of all subordinate switching units 104. the discard mode until the end of message (EOM) marker 
This downstream cell contains the primitive that defines the 55 state. The action of writing the EPD _cnt1[ ] resister sets a go 
credit granted to each switching unit104. In response to this command fiag. The initialization of the EPD_cntl[ ] regis-
~ownstream control cell the last switching unit l04n initiates leiS is implemented by a write cycle to the register. 
a feedback status cell that each switching unit 104 modifies The key item here is that each switching unit 104 manages 
which is eventually terminated on the fust switching unit its own congestion state and discard procedures to enforce 
104a. The feedback cell contains one or more primitives that 60 fairness. Any locally computed status primitives can be 
define the congestion status and or queue behavioral encoded and placed into the upstream status cell that is part 
attributes of the given switching unit 104. of the control loop. 

The upstream buffer resources are organized into a free The 10 upstream queues are serviced by a controller that 
list of buffeiS. The size of the buffeiS is a provisioned launches a predetermined number of cells during the current 
parameter but during system run time one fixed size may be 65 control period. The upstream controller for the outbound 
used is 64 byte aligned. The size may be 64,128, 256 or 512 OC-3c services 2 of 10 queues using a priority algorithm 
bytes. The cells are mapped into the buffeiS as 52 bytes. The while the remaining 8 queues can use a locally defined 
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algorithm. The two queues serviced with the priority algo
rithm are the Bypass queue and the CPU queue. Each queue 
is serviced by a scheduler and one provided scheme may be 
to read each queue until empty before advancing to the next 
queue. The controller blindly launches all cells from the 5 
Bypass queue and the CPU queue since it is assumed that 
these streams are already conformant and have been previ
ously scheduled by another shelf. The CPU cells are impor
tant for real time controls but are considered negligible from 

12 
104a. This cell contains the congestion state, the free list size 
and future primitives for the downstream direction. 

Two types of control cells exist one initiated by the first 
switching unit 104a and sent to all daisy chained switching 
units 104 and another generated by the slave switching units 
104 and terminated on the first switching unit 104a. 

Master generated control cell as mapped into OAM 
format; 

a system load point of view. The cells from these two queues 10 ----------------------
are not counted by the controller. The controller is granted Octet Function 
a fixed number of credits for. the local ingress queue[7: . . ---

1
-.-. 

5
----sta_n_da_r_d_l(fM __ h_ea_d_e_r ---------

0] for the current control penod. As the controller seiVIces 6 _4 bits OAM type 

these queues, the credit counter is decrement until it reaches -4 bits Function type 

zero. At this point, the controller stops and waits for the next coding TBD 
control period before launching any more cells. Due to 15 7 .. 8 Control command_word, 
boundary conditions the controller may not reach zero :TBD ~Y contamlength of control cycle 

lx:f~~ t~e end of the control period. ~e controller, when 9 .. 24 :::_:~~] 
rermtialized for the next control penod, remembers the 8 words of 16 bits contain the credit 
remainder from the previous period. The controller, during allowance for each of the 8 daisy chained 
the current period, may first exhaust the counter from the 20 shelves. · 

previous period before decrementing the counter for the octets #9&10 are for the first subordinate 
"od ~~ 

current pen . octets #23&24 is fur the last shelf 
The boundary conditions impact the accuracy of the 25 .. 26 spare - for future primitives 

fairness algorithm. It is expected that the delay of remote 47-48 -6 bits reserved 
daisy chained switching units 104 may cause short term 25 -10 bits for CRC-10 

bursts from these switching units 104 that appear to be in 
excess of the allocated credits. 

The deadline for feed time controls are about two or three 
orders of magnitude slower than the per cell deadline. These 

The 16 bit control word for each of the slave switching units 
104 has the following format, i.e., credit_cntl[7 ... 0] 

controls are all implemented by a RISC CPU on theABCU. 30 --------------------
The CPU is expected for cooperate with the peer CPUs in 
other shelves that may exist in a daisy chained configuration. 

In the downstream direction, the cells are fanned out to 
their target switching units 104 via the VCNP descriptor 

Bit 

0 .. 9 

10 .. 15 

FUnction 

number of cell gmnularity credits granted 
by master shelf 
reserved for future primitives; 

lookup in each switching unit. In the VC case, the cells are 35 --------------------

enqueued into either a high priority or a low priority queue 
that is associated with each drop (or port). The ASCU card 
22 is capable of 22 sets of these dual priority queues. 

The first switching unit 104a runs an algorithm that 
computes the credits as a proxy for all first switching units 
104. The first switching unit 104a operates on a fixed control 
period. A reasonable fixed period may be 128 cell time Each queue uses a real time buffer attached to the queue 

from the free list. 40 intervals on an OC-3 link. This period is about 350 ps. 
When the downstream direction is in the LO congestion 

mode, then all queues get whatever buffer attachments they 
want. 

When the downstream direction is in the Ll congestion 
mode, then the cells are conditionally EFCI marked and 45 

some low priority traffic classes may be CLP marked. 
When the downstream direction is in the I2 congestion 

mode, then a pool of PPD engines are invoked and the 
controlling software is required to drive these discard 
engines to fairly discard between all the active low priority 50 

queues in the system. 
When the downstream direction is in the L3 congestion 

mode, all cells going to the low priority queue are discarded 
in all switching units 104. 

The process of mapping cells over the shared downstream 55 

cell bus is implemented with a provisioned rate adaptation 
procedures. Feedback over the TDM bus provides the 
mechanism to ensure that the small FIFO on the line channel 
card 24 does not overflow or underflow. 

During this time, the first switching unit 104a computes the 
credits for each of the other switching units 104a. The sum 
of all credits will he l2R this wnnlrl indude. the: cre.dits for 
the first switching unit 104a. The sum of all credits is always 
equal to the controlling cell internal period. 

When the congestion state is LO or Ll then all switching 
units 104 are granted credits such that the queue occupancy 
stays near zero. Since the bursty nature of the ingress traffic 
is unpredictable at any instance in time, any one switching 
unit 104 may be getting more credits than another switching 
unit 104. The goal being that while the system as a whole is 
in the LO or Ll state, the algorithm permits large bursts from 
any switching unit 104. The credits are modulated in a 
manner such that the switching units 104 get enough credits 
to empty their queues. For example, it does not make sense 
to give credits to a switching unit 104 if it is not going to use 
them. The first switching unit 104a would know this from 
the free list feedback control word. 

Upon receiving the credits, each slave switching unit 104 
Each switching unit 104, on its own initiative, implements 

the congestion policies and thus each switching unit 104 
may be at a different congestion level. It is felt that if 
sufficient buffer resources are allocated to the downstream 
path, then interference generated by the upstream path 
consuming buffer resources can be minimal. 

60 starts to launch cells into the upstream OC-3c link until its 
credits are exhausted. The slave switching unit 104 simply 
remains inactive until the next downstream control cell 
grants more credits. During the inactive state, the PHY 

All the slave switching units 104 participate in generating 
a feedback status cell that is sent to the first switching unit 

65 

device will insert idle cells into the OC-3c when necessary. 
The slave switching unit 104 generated feedback control 

cell is initiated in the last switching unit 104n excluding the 
fields of the intermediate switching units 104i which are all 

'· 
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l's. Hardware in the intermediate switching units 104i ORs 
in its 32 bit feedback word, recalculates the CRC-10 and 
then sends the control cell to the next switching unit 104. 
This hardware process shall be completed within less than 
two cell time intervals. The software is only required to write 
the 16 bit feedback word at the control interval rate (i.e. for 
the 128 cell interval this is about 350 us). 

Slave switching unit 104 generated status cells are 
mapped into a following standard OAM format; 

14 
including the CO resident ATM switch which is delivering 
the OC-3c to switching subsystem 100. Switching sub
system 100 supports bursts that exceed the egress bottleneck 
pipe capacity. In addition, two queues are provided in the 

5 downstream direction. One of these queues is intended for 
step function stream (i.e. UBR etc.) that may be oversub
scribed. The other queue would be used for streams that 
require a guaranteed QoS (i.e. CBR, VBR etc.). As such, the 
buffers are sized to support up to 1x1500 byte packet per 

10 
egress port. 

--------------------- The ingress architecture of switching subsystem 100 may 
Octet 

1.. 5 
6 

7 •• 39 

4 .. 46 
47-48 

Function 

standanl MM header 
-4 bits OAM type 
-4 bits Function type 
coding1.BD 
shelL.[7 .. 0] 
8 words of 32 bits contain the slatus for 
each of the 8 daisy chained shelves 
octets tf1 to 10 are for the first 
subordinate shelf etc. 
octets #36 to 39 is for the last shelf 
spare 
-6bitreserved 
-10 bits for CRC-10 

be implemented as ingress streams or implemented in pref
erably 16 queues that can be assigned to up to 16 traffic 
c1asses with over-subscription. The traffic c1asses are orga
nized from highest to lowest priority. Each traffic class can 

15 be further subdivided into multiple groups, however, each 
group preferably requires its own queue. Mixed mode 
scheduler operation is supported in order to provide MCR>O 
for some of the lower priority queues. An example 
configuration, which utilizes 16 queues, could be four traffic 

20 classes where each traffic class has four groups. Switching 
subsystem 100 may provide a tiered congestion hierarchy 
and each class of service may be at a different congestion 
state. When switching subsystem 100 is oversubscnbed, the 
lowest priority traffic class will enter the congestion immi

The 32 bit status word for each of the slave switching units 25 nent state. Switching system 100 then implements packet 
104 has the following format, i.e. shelf_status[7 ... 0) discard poli~es including early packet discard (EPD) or 

partial packet discard (PPD). The packet level discard algo

Bit 

0 .. 9 

10 .. 11 

12 .. 31 

Function 

free Jist size; 
units are soft oonfigumble i.e. 256 bytes 
perllllit 
congestive slate; 
0 = levelO, 
1 = Ievell, 
2= level2, 
3 = level3. 
reserved for future use; 

B. DETAilED OVERVIEW 
1. Logical Architecture 

rithms operate on A1M adaptation layer five (AALS) traffic 
streams. If the load offered from the remaining higher 

30 priority traffic classes remains within the OC-3 limit, then 
these traffic classes would not enter the EPD state. 

Meanwhile, the lowest priority traffic class has its ingress 
rate modulated by the fairness process to the excess capacity 
on the upstream OC-3c. Thus, the . access network will 

35 deliver nearly ideal quality of service (QoS) parameters (cell 
delay variation (CDV), CfD etc.) for the higher priority 
classes. The EPD/PPD process works in conjunction with 
the fairness process. In effect, the group members of the 
traffic class, are proportionally affected by packet level 

4Q discards. Within a given traffic class multiple groups can be 
provisioned each with a different level of performance. This 
is achieved by setting up one queue for each group. The 
congestion policies are applied to the groups that belong to 

Switching subsystem 100 may be either a deterministic 
ingress traffic multiplexer that may be distributed over a 
number of switching units 104 or a statistical ingress traffic 
multiplexer that also supports a distnbution of multiplexer 
functions over a number of switching units 104. Switching 45 

subsystem 100 may also include advanced queuing and 
congestion avoidance policies. In the downstream direction, 
switching subsystem 100 support oversubscription with 
queuing and congestion avoidance policies and is permanent 
virtual circuit (PVC) based. Switching subsystem 100 uses 

a class of service. However, provisioned parameters permit 
the performance to vary between the groups. For example, 
if two groups are provisioned for a class of service (i.e. 
UBR) and if the UBR class of service enters the EPD state, 
discards from the two ingress groups may be at different 
rates. The provisioned parameters for each group controls 

so the EPD discard rate, however, in order to provide minimum 
throughput for each group member, a bandwidth lower limit 
parameter is also provided. The architecture supports per 
virtual circuit assignment to a traffic class and to a group 

a centralized shared memory KIM switch fabric. Switching 
subsystem 100 is preferably capable of supporting an aggre
gate downstream cell rate of 370,000 cells per second and an 
upstream burst aggregate cell rate of 222,000 cells/sec for 
each of nine switching units 104. The aggregate ingress rate 55 

for switching subsystem 100 is therefore 2,000,000 cells/ 
sec. The downstream rate supports one full OC-3c. 

within that traffic class. 
Switching system 100 provides daisy chaining for a 

plurality of switching units 104. In the embodiments 
descnbed herein, the processes apply nine switching units 
104 concurrently, although other numbers of switching units 
104 are possible. In other words, the switching units 104 

Thus, the upstream rate supports over-subscription of the 
OC-3c by a factor of 5.4. The burst upstream rate can be 
sustained until switching subsystem 100 enters into a con
gestion imminent state. Cell buffers preferably provide suf
ficient buffer resources for queuing up to 2x1500 byte 
packets from the 22 ingress ports per shelf simultaneously. 
Thus, the architecture preferably supports 22 physical KIM 
ports in each shelf (i.e. two per slot). 

The downstream direction also supports oversubscription. 
For the most part this is handled by the KIM network 

60 cooperate to implement the fairness process. The daisy 
chaining queue (bypass) process takes priority over local 
queues. In effect, each switching unit 104 generates a 
conformant cell stream where the sum of the rates from the 
multiple switching units 104 equal the OC-3 rate. This 

65 results in nearly identical queuing delays for the switching 
units 104. Thus, there is no QoS penalty for daisy chained 
switching units 104. 
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2. Applications 
16 

functions. The switching units 104 are classified as first, 
intermediate or last. The first, intermediate, and last shelf 
classes generally run similar software, but each of the 
classes may have its own unique processes. The architecture 

The following asymmetric and symmetric bandwidths 
with twisted pair drops based on the ANSI (TlEl) 
specification, may be advantageously applied in the residen
tial and in other environments: 

line Code 

ADSL 
HDSL 

Downstream 

6Mbps 
1.536 Mbps 

Upstream 

0.64Mbps 
1.536 Mbps 

s is capable of both VP and VC cell routing with support for 
up to eight or more traffic classes. The control levels 
provided by the MegaSLAM can be grouped into five 
categories although other control levels are possible. The 
five exemplary categories are: 

10 1 instantaneous controls 
cell routing 

Switching subsystem 100 is flexible and may be charac
terized to support a downstream rate of 8.192 Mbps and an 
upstream rate of 2.048 Mbps for each residence or other 
drop. The specific physical interface to the home, in many 

15 

cases, will have less bandwidth, and thus switching sub
system 100 is flexible to accommodate the low end rates of 
128 Kbps downstream and 128 Kbps upstream. Data rates 
specified herein are merely exemplary, however, and other 

20 
data rates may be used as well. 

The following table identifies the I1U class of service 
definitions. Switching system 100 can support classes A. B 
and C. In addition, the ArM Forum has defined traffic types 
that map into the ITU classes, which are CBR, rtVBR, VBR, 
ABR and UBR. Switching system 100 may provide 16 25 

queues that can be assigned to the traffic classes traversing 
through the access network. Thus, one or more queues could 
be used by a particular class of service. The queues are 
organized from highest to lowest priority. 

30 

Class A Class B Class C Class D 

ATM Forum defined CBR rtVBR VBR,ABR, nil 
traffic types UBR 

35 
timing relation required not required 
between source 
and destination 
bit rate constant variable 
connection mode Connection oriented connectionless 

40 

The mapping of any of these traffic classes through 
switching subsystem 100 is achieved by a connection admis
sion control (CAC) process. The CAC process should pro
vision the channels, with their associated attributes, only 
when the QoS can be guaranteed to the user. Thus, the 45 

behavior of switching subsystem 100 depends on the CAC 
process. 

3.1 Architecture Introduction 
This architecture follows the spirit of GR-2842-CORE 

ArM Service Access Multiplexer Generic requirements. so 
Switching subsystem 100 provides features and enhance
ments not required by the GR-2842-CORE. The enhance
ments include statistical multiplexing and virtual path/ 
circuit switching capabilities. In a network implementing 
switching subsystem 100, preferably the ArM switches will 55 
use the VIrtual UNI functions. In effect, the ATM switch 
terminates the signaling streams as defined in GR-2842-
CORE and acts as a proxy Connection Admission Control 
(CAC) entity for switching subsystem 100. In addition, 
although not strictly required, the ~ switch should pro- 60 

vide a Usage Parameter Control (UPC) (policing) function 
for the virtual UNI drops resident in the switching sub
system 100. 

Switching subsystem 100 implements advanced functions 
that are generally transparent to the data path traffic. A 65 

control channel between switching units 104 permits the 
switching units 104 to cooperate on the various system 

selective cell discard (EPD/PPD) 
signaling cell mapping 
cell statistics gathering 
EFCI/CLP marking 

2 real time controls 
control process for cell buffer management (to declare 

congestion states) 
control process for UPC of ingress streams (with virtual 

circuit granularity) 
compute fairness primitives (i.e. EPD/PPD rates) 
compute qneue occupancy 

3 hop-by-hop propagation delay controls (or segment-to
segment) 

inter-shelf peer to peer element state signaling (i.e. for 
fairness algorithm) 

4 end-to-end propagation delay controls--EFCI flow control 
5 end-to-end round trip delay controls 

CAC 1/F via NNIS 
routing provisioning via NMS 
3.1.1 Over-Subscription and MegaSI.AM Architecture 

Rationale 
The downstream interface between the A1M switch 12 

and switching subsystem 100 is implemented over an OC-3c 
pipe. This pipe can be over-subscribed by a back end A1M 
network associated with the A1M switch U and its associ
ated Connection Admission Control process (CAC). The 
CAC process running in the JUM switch 12 would be able 
to grant bandwidth resources on this OC-3c substantially in 
excess of the OC-3c pipe capacity. The process would 
preferably rely on statistical methods to define the upper 
limit of its bandwidth assignment. For example, the CAC 
process may provision 200 user channels, each with a PCR 
of 1.5 Mbps. which would result in a worst case bandwidth 
load of 300 Mbps. However, due to statistical loading, the 
actual normal offered load on the OC-3c may be in the 100 
Mbps range or less. In this case, no cell discards would occnr 
in the CO resident ATM switch U. 

However, periodically, for the high demand periods dur
ing the day, an overload situation may exist for the 200 
downstream user sources in this embodiment. In this case, 
the user sources may attempt to load the backbone ~ 
network to 200 Mbps or more. For the UBR traffic case, the 
TCP/[P protocol with its inherent rate reduction algorithms 
would slow down the user sources until a reasonable ratio of 
successful packets are getting though telecommunications 
network 10. In effect, the user sources in this embodiment 
would slow down to an aggregate rate that is approximately 
equal to the bottleneck rate (in this case the OC-3c pipe). 
Therefore. the downstream direction can be greatly over
subscnbed while still delivering acceptable level of perfor
mance to each user port. If the backbone ArM network 
supports advanced discard policies (e.g. EPD). then the 
system throughput would be maximized. This is due to the 
one for one relationship between the discardedAAL5 packet 
and the TCP/IP layer packet retransmit. 
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Switching subsystem 100 sees the oversubscnbed load classes or groups within a traffic class. This provides the 
(from the 200 user sources) offered on the downstream network provider the flexibility to tariff customized services. 
OC-3c pipe. The KIM switch U would fill the OC-3c, and For example two of these streams could be used for a VBR 
any cells in excess of the 150 Mbps rate would be discarded service each providing a different guarantee_£~ minimum ~II 
by the ArM switch 12 when its buffers overflow. s rate. when ~e network gets congested. A dis~buted (daisy 
Fundamentally, the XfM traffic classes can be grouped into <:ham~ f~ess ~rocess controls the behaviOr of the. mul-
two types of streams. The predictable, traffic-shaped streams tiple SWJtching umts 104. The process enforc~ the f~:rrness 
(e.g., CBR, VBR) and unpredictable, fast-rate-of-change and ensures that the upstream .flows are compliant With the 
streams (e.g. UBR, ABR). In the downstream direction, the OC-3c bottleneck rate. . . 

• . . 3.2 Top Level Functionahty 
MegaSLAM delivers the predictable traffic-shaped streams 10 This ti. ·d 1 1 1 · f th . . . . . . sec on prov1 es a op eve overview o e 
m a determimsttc manner, which guarantees delivery of MegaSLAM system. All specifications set out herein are, 
these cells over the bottleneck PHY. The CAC pro~ however, merely exemplary. Other useful configurations are 
preferably ensures that the traffic-shaped streams remam envisioned. 
within the baod~dth bounds of t~e bottleneck. link. 3.2.1 System Capabilities 
Therefore, to a high degree of certainty, no cell discard 15 Switching subsystem 100 may provide the following 
events can occur through switching subsystem 1~ with capabilities; 
respect to the traffic-shaped streams. Note: Cell level discard downstream bandwidth of approximately 370 000 cells/ 
is preferably avoided, since the discarded cel1s invoke sec ' 
pac~et level_ retran_smits at packet sour~ which results in upstream bandwidth of approximately 222,000 cel1s/sec 
an mcn:_ase m the mgress rate that can quickly cause severe 20 for each shelf (uncongested state), which equates to an 
congestion. . . . aggregate bandwidth of approximately 2,000,000 cel1s/ 

The rem~g unpredictable, fast-r~te-of-change cell sec for a 9 shelf system. 
streams, which freque~tl~ are step -?mellon rate of c~an~e 4096 downstream and upstream virtual path or circuits. 
streams, are lower pnonty. SuffiCient buffer capaCity IS This equates to 2048 full duplex communication chao-
preferably provided to absorb packet size bursts, but when 25 nels 
the buffer resources are exhausted then these streams will . 
· ke th f li · h ll discard This downstream cell buffer capaCity of 2K to 8K cel1s as mvo e conges Ion po Cies sue as ce . stuffin 

0 
tions 

approach protects the traffic-shaped stream from the unpre- g P . 
dictable behavior of the fast-rate-of change streaniS. For any upstre.am cell buffer capacity of 2K to 8K cells as stuffing 
one virtual circuit the peak cell rate (PCR) parameter for step 30 options . . 
function streams can be set at any value including values that upstream and downstream oversubscription 
exceed the bottleneck PHY port rate. Efficient memory management, dynamic sharing of 

Ideally, there may be multiple virtual circuits, each with memory resources between queues 
a PCR=PHY rate. The 64 "goodput," or actual throughput four-state congestion management. The states are: 
for the application, achieved over the PHY port would be a 35 normal, congestion signaling, congestion avoidance 
function of the trafiic pattern, buffer resources, and conges- with fairness, aggressive congestion avoidance. 
tion policy. A system user may empirically tune the system support for ITIJ trafiic classes and distinct groups within 
parameters relating to buffer size, traffic pattern, and con- these trafiic classes. 
gestion policy. The system is preferably optimized using 32.2 Top Level Interfaces 
EPD/PPD, with the system goodput preferably being in the 40 Switching subsystem 100 interface to the KIM switch U 
range of 70% to 100%. is capable of both UNI and NNI cell formats. The mode is 

Over-subscription is desirable for the downstream circuits selected via a provisioning parameter. The daisy chain 
due to the largely client server architectures that most interface between switching units 104 is capable of both 
applications require. In the Internet case, high-bandwidth, UNI and NNI cell formats. The mode is selected via a 
content-rich Web pages are downloaded to the client in 45 provisioning parameter. The switching subsystem 100 inter
response to low-bandwidth upstream requests. A typical face to the ports within each switching subsystem 100 
Internet application might have an oplinial ratio of down- · supports UNI cell format. The ABCU card 22 interface to the 
stream to upstream bandwidth of about 10:1. Thus, for the Cell Bus provides a routing scheme that supports 60 slots 
client server applications, statistical multiplexing in the with approximately four ports per slot or more. One code is 
upstream direction would generally not be required, because so reserved for broadcasting to the cards (i.e. OFFH) and is 
the upstream link would be partially :filled. For other intended for embedded functions like software download. 
applications, however, a ratio of downstream to upstream In the upstream direction, the SBI interface 36 to the SBI 
bandwidth may vary down to a 1:1 ratio. These applications bus on theABCU card 22 will support either Cell granularity 
may be web servers that are serving a web page to a remote payload or SBI with DS.O granularity payload (i.e., legacy 
client. In addition, if low speed symmetrical links predomi- 55 IDM traffic). The ABCU card 22 will provision each 
nate like HDSL at384K or 768K then, over-subscription in upstream point-to-point IDM bus with one of these modes. 
the upstream direction becomes very beneficiaL Due to the In addition logic will be provided on the ABCU card 22 that 
unpredictability of future applications and market demands, maps cells into SBI granularity streams that are mapped over 
switching subsystem 100 preferably supports both upstream the time slot interchange (TSI) cable to the existing digital 
and downstream over-subscription, addressing both asym- 60 loop carrier system 20. For example, the DS-1 payload can 
metric or symmetric bandwidth applications. Switching sub- be transported to a customer premises equipment (CPE) 
system 100 is intended to provide maxinium fleXIbility. through the existing IDM infrastructure. For this example, 
Therefore, switching subsystem 100 can evolve to address the transport of the KIM cells is transparent to the existing 
future applications. digital loop carrier 20 equipment and the CPE equipment is 

Over-subscription in the upstream direction bas been 65 used to terminate the KIM protocol stack. 
conceived to support up to 16 different types of traffic Similarly, the ABCU card 22 will provide the capability 
streams. The streaniS could be assigned to different trafiic to source downstream SBI-rate cell streams over the existing 
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SBI bus. Then, both the SBI upstream and downstream bus 
can be used to transport a Tl-cell-mapped payload over an 
existing IDM network to remote CPE equipment, which 
then terminates the T1 cell compatible payload. In this case, 
the existing Tlline cards are reused to support communi- 5 

cations protocols including ESF format and B8ZS line code. 
Implementation of the designs may be through any com

bination of ASIC (Application Specific Integrated Circuits), 
PAL (Programmable Array Logic), PLAs (Programmable 
Logic Arrays), decoders, memories, non-software based 10 

processors, or other circuitry, or digital computers including 
microprocessors and microcomputers of any architecture, or 
combinations thereof. One embodiment preferably has a 
single upstream queue and a single, provisionable, fixed-rate 
scheduler that launches cells into the OC-3 trunk. In 15 

addition, the data structures leave room for future expansion. 
3.2.3 Downstream Top Level Flows 
The congestion buffer management policy for this direc

tion is preferably a two state policy, where the two slates are 
normal (uncongested) and congested. 20 

20 
port line rate (e.g., 11). For this case, the sum of the ingress 
OC-3 rate can far exceed the Tllink egress rate. Thus, these 
classes of service require a separate queue. In effect each 
downstream port has a high priority and a low priority 
queue. 

ATM switch 12 may produce on the order of +/-3 ms 
worth of cell clumping, which means the cells may arrive 3 
ms ahead or behind the ideal cell position. This suggests that 
6 ms worth of cells can arrive at nearly the same time on the 
OC-3c. The conforming streams will be queued into the high 
priority queue. The following buffer sizes are preferred in 
this embodiment, although other buffer sizes are possible: 

High priority Buffer 
Size for 6 ms 

Downstream Line Rate clumping 

6.0Mbps 
1.536 Mbps 

256Kbps 

84reUs 
22 reUs 
4rells 

Low Priority Buffer 
Size for step function 
PCR Burst 

64rells 
32 cells 
32 cells 

~e cell arriving. from t~e ~ switch 12. is evaluated In one embodiment, buffers rna y be shared between ports 
agamst the 20C!O-v:rrtual-crr':'"t . datab~ resident on ~e based upon a statistical allocation, resulting in a significant 
ABCU card 22 m the first SWitching umt 104a. If a match lS memory savings. 
found, then the cell is forwarded to the appropriate port· on The high priority buffer is preferably used for conformant 
the current switching unit 104a. If no match is found. the cell 25 (i.e. traffic shaped) streams. Examples would include CBR 
is forwarded to the daisy chain OC-3c link. This approach and VBR. The low priority buffer is used preferably for step 
reduces the cell rate on each bop in the daisy chain. Some function streams like UBR (or flow controlled streams like 
of this free bandwidth may be used by control cells on the ABR). A buffer of 32 cells is sufficient for 3x500 byte 
peer-to-peer inter-switching unit signaling channel. The packets or one 1500 byte packet (64 cells provides double 
interleaving of these control cells is expected to be about one 30 the number of packets). The high priority buffers may never 
control cell every 128 cells. Thus. a control cell is sent every overflow, th~ ~ discard policy may r:ot be for this q~eue. 
350 ps. A byte-wide hardware register preferably supports The l~w pnonty ~uffers may b~ Implemented with a 
provisioning of the control cell rate in the range of 32 cells dynarmc buffer shanng process havmg, for example. a total 
to 2048 cells with 8 cell granularity. do~stream buffer size of 8000 ~lls. The big~ and low 

Switching subsystem 100 expects that the scheduler in the 35 pno:r:ty buffers for the ports share this _POOl ~yn!lnucally. ~e 
ATM switch will queue cells on the OC-3c with reasonable maxun~ buffer occupancy of the high pnonty ~treams IS 

tim d · h teristi 1 rt t A1M "fAN tw k approXImately equal to the worst case cell clumpmg event. 
e omarn c arac cs .. O:V0 an "' ne ~r The normal buffer occupancy for the high priority streams 

paramete~ ~e cell delay vanallon (CDY> a~d ~ll clumpmg would preferably be low. Thus, the bulk of the 8000 cell 
cbaractensbcs. These parameters will hmit the buffer buffer would be available for the step function UBR streams 
requirements for the two ABCU card 22 resident queues for 40 or fiow controlled ABR streams. 
each egress link. The aver~e rate for ~e downstream VC The discard policy in the downstream direction for the 
should normally be constrarned by a g~ven peak cell rate. low priority buffers may be early packet discard (EPD) or 
Thus, the average downstream cell rate should not exceed partial packet discard (PPD). 
the capacity of the physical medium. However, real-time cell The PPD process monitors the downstream low priority 
arrival variations are preferably accommodated by FIFO 45 buffer and implements a random cell discard for a cell that 
queues resident on the ABCU card 22, two for each egress is in the discard eligible state but saves the context. The PPD 
port. For rate adaptation purposes, the egress line cards will logic then searches for other cells that belong to the same 
also provide a single FIFO buffer on each port to accom- packet and discards each of them through to the end of the 
modale the inter-arrival time variations resulting from the packet. A number of Discard logic circuits may be shared 
shared downstream cell bus and the feedback state signaling so between the virtual circuits. A centralized pool of discard 
over the IDM cell bus (about 8 cells). Thus, the large logic blocks can then be allocated to perform PPD discards 
centralized queues are implemented on the ABCU card 22 for a large number of egress virtual circuits. The EPD 
and the smaller FIFOs on the ADSL line card 24 are tightly process is similar to the PPD process but it searches for a 
coupled with the ABCU card 22 to guarantee the bus level packet boundary before starting to discard the next packet. 
cell transfer behavior. 55 This packet boundary for AAI5 is indicated by the EOM 

Cell clumping for ATM switched networks is not well cell. 
understood by the industry. It is a function of switch loading Discarding traffic at the network egress is an undesirable 
and number of switches- in the path of the VC. The large network characteristic. Most networks should be engineered 
difference between the ingress and egress link rate maxi- by the carriers such that statistical multiplexing and other 
mizes the problem. For example, with two orders of mag- 60 procedures at the network ingress discards the necessary 
nitude difference between OC-3 ingress and Tl egress it traffic. Due to the desire to maximize the efficiency of 
would be possible to receive multiple cells from the OC-3 networks. avoiding the egress network discards may not be 
link during one Tllinkcell time (about275 us). The severity possible. For example, the egress bottleneck may be over-
of this cell clumping is not well understood, but if near zero subscnbed by step function streams such that the sum of the 
cell loss ratio (CLR) is a goal, then the buffer sizing should 65 PCR exceeds the capacity of the downstream pipe. (e.g., 6 
accommodate the worst case scenario. In addition, multiple Mbps ADSL pipe shared among 10 UBR virtual circuits 
UBR virtual circuits could be provisioned with PCR=drop each with a PCR of 1 Mbps) 
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The scope of downstream fairness is between the active valid, translates the ATM header, adds one or more addi-
VCs going to the same drop, since this is the bottleneck that tiona! control fields, and forwards the cell to one of the 
is being shared between the VC's. Therefore, each down- queues. 
stream drop may be in a different congestion state as a ABC card 22 may use a single upstream queue and a 
function of the load offered by the network. The memory 5 single, provisionable, fixed-rate scheduler that launches 
management process may use a shared cell buffer pool. cells int? th~ ups~cam OC-3. The fixe~-~ate scheduler for 
However, in order to prevent one drop from using more than each sWitchmg umt 104 should be P:OVJSmned to consume 
its fair share of buffer resources, an upper limit will be ~subset o~ th~ upstr~am OC-3, _which represents the par-
enforced on the queue size for each of the drops. ticular. SWitching umt 1f!4 portiOn of the total u~tream 

If the downstream cell is not decoded b the ABCU local 10 bandWidth .. Fo~ exam~le, if th~ tot_al ~pstream bandWidth for 

ku h · · d f y . a four swtlchmg un1t 104 IS linuted to 50%, then the 
loo p procedures, t en 1t IS by e ault bypassed to the daiSy fix d 1 h dul · h "tchin ·1 104 h uld be 
h · d oc 3 All · lis · th d e -ra e sc e er m eac sWI g um s o 

c. ame - port. mgress ce m e o~re~ provisioned for 12.5%. BUISts, for a given switching unit 
directory are evaluate~ ~Y. the J\BCU card_ 22 validation 104 in excess of the 12.5% would thus be absorbed by the 
lookup procedure, and if 1t IS a valid cell ?estm~ for one of single queue in each switching unit 104. However, the burst 
the local p~rts tt:en the per VC account~g policy may ~e 15 duration should be small due to the QoS impact in the 
enabled. This policy may supersede any diSCard proced~ m composite single queue. This approach enforces an open 
oroer for MCR to be greater than 0. The EPD or PPD diSCard loop fairness scheme where a limited amount of oversub-
process is implemented before the current cell gets to a scription can be tolerated. 
queue. Thus, for MCR to be greater than 0 for a given virtual It is also possible to provision the fixed-rate schedulers on 
circuit, the discarding of a given VC should not be permitted 20 the switching unit 104 to the same value (for example 50%) 
until its minimum throughput level has been reached. After of the OC-3. For this mode, the switching units 104 still 
this point, discards on the VC is permitted. share the 50% bandwidth, although, any one switching unit 

3.2.4 Upstream Top Level Flows 104 may burst up to 50%. This may be achieved for example 
The cell arriving from each port is evaluated against the by a co~ter mech~m where each switching unit 104 is 

2000 virtual circuit database resident in the switching unit 25 respons1bl~ to_ mom~or the upstream tr<:ffic _from ~e down-
104. If a match is found, then the cell is queued for eventual stream SWitching umt ~04. Any one ~tching ~11!-t 104 can 
forwarding on the OC-3c port on the current switching unit only fi!l th~ ups!t"eam p1pe to the maxun~ p_roviSton~. The 
104. If no match is found, the cell is discarded, but these behaviOr m this .case y.'Oul~ be less fair if th_e available 
discard events are logged. The supported number of ingress upstream ~an~dth (m this example. 5~%) IS oversub-
ports is preferably 22. The ingress bUISt cen rate generally 30 scribed. A limited .amC?unt of_oversub~ption ~ould t~nd to 
is limited by the slotted SBI bus rate. For the 60 busses, this favor the .l~t SWitching umt 104n m the d~y cham. ~· 
at is 222 000 list The fo th 11 · tim however, It IS never oversubscribed, then the smgle queue m 

: ebout 4 's ceTh seatc. th trethere,llse eel processh d~gt the the upstream direction is always virtually empty. In general, 
ISa . ps. ere a ce are aunce mo e th 1 hlf . . b · · · · lis" h 
OC-3c is a function of the fairness process. Multiple switch- e ast s e empties Its queue y mJecting Its ~ . mto t e 
ing units 104 share the upstream OC-3c to the.KfM switch 35 upstream slo~·l!nused. slots ~ould be ,:filled "?th Idle.ce~. 
and h h h If tes of< • 11 • The next sWitchmg umt 104 m the drusy cham empties Its 

as sue eac s e ge?era a co ormmg ce stream. queue by injecting its cells starting after the last occupied 
The sum of the confonmng cell streaDIS, one from each . . . . 
helf h ed will b 1 th ual t th Oc 3 

cell slot until Its queue IS empty (these are the Idle cell slots). 
s , w en summ e ess an or eq o e - c . . . . . 

t Th dais h · ed OC 3 • arfall filled So f This process contmues until the SWitchmg units 104 are ra e. us, y c am - s are p 1 y . me o d 
this free bandwidth may be used by the upstream peer-to- 40 one. . . 

· te "tch" "t · aiin h 1 s:: • __ ..s f The delay of the data path cells IS not a function of the peer m r-SWI mg urn s1gn g c anne .~.or ui1ill>.1.er o . . . . . 
control cells. The interleavin of these control cells is about numt:er of daiSy cham hops. The dela~ IS Pr:m:mtY a 

n 
g . functton of the confonnant stream generation logtc m each 

one ce every 128 cell slots. Thus, a control cell IS sent every . bin · 104 This d 1 · · ed da th 
350 Pre:fi abl th f, edb k n · SWitc g umt . e ay IS mcurr once per ta pa 

flS. . er y, e upstream e ac ce IS only (i.e. virtual circuit). The resultant delay is therefore nearly 
generated m response to the downstream command cell sent 45 . • • • • • • 

fro th first "tchin -1 104a · -1 bin bs st Identical regan:iless of SWitching umt 104 locatiOn m the m e SWl g um m SWI c g su y em d . h . 6 · 100 rusy c am con gurat10n. 

Th. ti. b-·A" 
1 

li b & An example application of the use 16 assignable queues e conges on Ull.er managemen po cy may e a .~.our . . . . 
state policy that implements an effective congestion avoid- for the mgress streaniS IS shown m the followmg table. 

ance process. Another congestion policy may be a single 50 --------------------
state policy implemented without congestion avoidance pro-
cesses. Thus, when the buffer resources are exhausted the 
ingress cells are discarded. 

The buffer management will preferably be statically 
(rather than dynamically) provisioned for an aggregate 55 

ingress buffer size. However, within this aggregate buffer, 
the· ports can share this pool. The static provisioning pre
vents interaction between the upstream and downstream 
directions. The buffer management is preferably fully 

lng!ess_queue_O to 7 
Ingress_queue_8 
Ingress_queue_9 
Ingress_queue_lO 
Ingress__queue_ll 
Ingress_queue_12 
Ingress_queue_13 
Ingress_queue_14 
Ingress_queue_l5 

spare queues 
UBR with fair performance 
UBR with good performance 
VBR with MCR = 64 Kbps 
VBR with MCR = 128 Kbps 
VBR with MCR = 256 Kbps 
VBR with guamnteed 100% throughput 
real time VBR 
CBR 

dynamic where the buffer resources are shared between 60 In the above example queue 8 & 9 are used to support two 
upstream, downstream and bypass ports. different UBR groups. Both groups are always in the same 

The cell arriving from the plural ports are first recovered congestion state. When the system is in the uncongested 
from the TDM bus by a double buffered cell F1FO. As soon state (normal state) both groups operate identically. 
as a complete cell is recovered from the TOM bus, a cell However, when oversubscribing, both UBR groups would 
available state is indicated by the logic. A round robin 65 frequently be in the congestion imminent state with the early 
scanner then queues the ingress TOM-recovered cells for packet discard (EPD) process active. The two groups can 
VP _descriptor processing. This logic checks that the VC is then be provisioned with different discard rates. 

~ . 
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The cells are removed from the 18 queues based on the would include taking a buffer from the free list and append-
provisioned scheduler process and are forwarded to the ing it to a queue. 
OC-3c. The back end logic then generates a conformant 33.1 Signaling and Virtual Path Cell Routing 
OC-3c stream. FIG. S provides a block diagram of memory The signaling VCs from each of the end users can be 
queuing fabric of switching subsystem 100. 5 tunneled through switching subsystem 100 to the CO resi-

The fairness process will generate conformant streams in dent ATM switch 12. The tunneling approach maps the 
each switching unit 104. Each switching unit 104 in the default user signaling virtual circuit (VC=5, VP=O) to the 
daisy chain treats the upstream daisy chain ingress stream as ATM switch 12 as a function of the provisioned 
the highest priority stream and queues the cell in the VP _descriptor, which translates the address toward the 
Bypass_queue. The locally generated conformant stream is 10 ATM switch (the approach may be VC=S, VP=goographic 
derived from the output side of the lngress_queue-{15 . . slot addreSS+port number). The value VP=O .is preferably not 
. 0]. A credit based process defines the number of cell slots used. The scheme may support up to four interfaces per card 
that a given shelf may use, and the scheduler determines or more. The CO ATM switch 12 UN1 treats each of these 
which queues get serviced. The logic on the ABCU card 22 virtual circuits (VC=5, VP=x) as signaling channe1s. Switch-
generates the conformant stream by launching the permitted 15 ing subsystem 100 does not terminate the signaling chan-
number of cells during the current control period. Assuming nels. The mapping function for the signaling streams is 
the control period is equal to 128 cell times on the OC-3c, implemented by the VCI/VPI header translation logic for the 
then each shelf is permitted to launch its portion of the 128 supported 2000 virtual circuits. Thus, each port consumes a 
cell budget. The credit based scheme keeps the physical single virtual circuit translation resource for the signaling 
OC3 pipe from becoming a bottleneck in any of the daisy 20 channel mapping to the UNIon the CO-residentATM switch 
chained links. 12. 

The fairness process, and its associated credit based The lLMI channel from each UN1 port are also tunneled 
control function, for the multiple switching units 104 should through switching subsystem 100 to the CO-resident switch. 
be based on a control interval fast enough such that ingress The ILMI circuit (VC=16, VP=O) is remapped using the 
cell exposure does not consume more than a small fraction 25 scheme identified for signaling remapping above. Thus, the 
such as approximately 5% of the total buffer resources. It is CO ATM switch 12 sees VC=l6, VP=X. Therefore, each 
believed that a stable (non-oscillating) process is possible if port consumes a single virtual circuit translation resource for 
the rate of change of the aggregate cell buffers is limited to the ILMI channel mapping to the UNI on the CO resident 
a small number i.e. <5%. The planned aggregate cell buffer ATM switch. 
size isBKcells. Thus, five percent exposure would be about 30 In one embodiment, the well-known VCs (VC=O to 31) 
400 cells. If the ingress rate is worst case 1.0 us per cell then could be tunneled to the A1M switch 12, although this could 
the control process should be faster than 400 us. impair switching subsystem 100 access to these VCs. 

Various implementations of the candidate fairness process Within the VP address range, switching subsystem 100 is 
are possible. The implementation may be based on free list provisioned for the required number of PVCs. In the event 
size (buffers available). In addition, a more advanced pro- 35 SVC support is required, the mapping scheme described 
cess may include a free list rate-of-change parameter. The above (for the signaling channel) could also be used to 
process could also be based on individual queue occupancy. provide SVC capabilities. This is referred to as VPI 
The overall goal of the process should be to provide satis- tunneling, and each user port is mapped to the ATM switch 
factory fairness between the multiple switching units 104. In 12. This scheme uses the VPI address bits to uniquely 
some embodiments an error ratio of +1-5 percent may be 40 identify each user. If a virtual path connection is provisioned 
acceptable. in the VP _descriptor, then only the VPI bits are used to 

The problem becomes more complicated when significant route the cells between each user and the AJ'M switch 12. 
delay exists between the switching units 104 in the daisy The remaining VCI bits are available for SVC/PVC con-
chain configuration. If the fairness process control interval is nections to the user end points. In this implementation, 
350 ps. and the round trip delay to the switching units 104 45 preferably the virtual path connections are unique and no 
is significant, then the control processes on the switching virtual circuit connections will reside with the VP address 
units 104 will be phased with respect to each other. The range (i.e., the VP _descriptors are mutually exclusive). For 
phasing is expected to be about160 ps for a 10 mile optical the virtual path scenario, the CAC process runs in the A1M 
link. Reserving cell buffers for the maximum in-flight cell switch 12 and provisions circuits, PVC or SVC, using the 
exposure expected between the phased switching units 104 50 VCI field. 
in the system may help to ensure sufficient buffer space. The mapping function for the signaling cell routing is 

Ingress cells in the downstream directory are evaluated by implemented by a hardware VC-descriptor sorted list lookup 
the ABCU card 22 circuit validation lookup procedure, and on the ABCU card 22. The ABCU card 22 resident CPU 
if there is a valid cell destined for one of the local ports then maintains a database that provisions the VC_descriptor of 
the per VC accounting policy may be enabled. This policy 55 the ingress streams from the I/0 cards and a second 
may supersede any discard procedure in order for MCR to VP _descriptor for the egress cell stream from the A1M 
be greater than 0. The EPD or PPD discard process is switch 12. This database can be provisioned in cooperation 
implemented before the current cell gets to a queue. Thus, with the virtual UNI resident in the XIM switch 12. The 
for MCR to be greater than 0 for a given virtual circuit, the virtual UNI in the XfM switch 12 terminates the 0.2931 
discarding of a given VC should not be permitted until its 60 signaling streams. 
minimum throughput level has been reached. After this In addition, the interface to the ATM switch 12 port can 

·point, discards on the VC is permitted. be provisioned to support the NNI cell header format. In this 
3.3 Instantaneous Cell Contro1s case, the mapping scheme defined above is extended to 
The instantaneous cell control procedures that are applied 

on a cell-by-cell basis. Examples would include decisions as 65 

a function of the A1M cell header. Also, instantaneous 
memory management decision fall under this category. This 

support more VPs per shelf and N daisy chained shelves. 
33.2 Data Path Cell Routing 
Switching subsystem 100 preferably provides a confor

mant cell stream (i.e., a cell stream within characterized 

·:~~:" 
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bounds) for the downstream and upstream data path for each then this state is preferably flagged and the miss-inserted ce_ll 
enduser(UNI).Switchingsubsystem100usesthemappings is passed via a separate FIFO to the CPU of switching 
in support of the virtual UNI within the MM switch 12. The subsystem 100. 
switching subsystem 100 policies and processes provide the Upon finding a valid VP or VC cell, the logic preferably 
control necessary to achieve the conformant behavior. Also, 5 writes the cell to one of the target queues. The target queue 
a percentage of nonconforming ingress traffic from one or address is provided by the VCD. Each queue is built from a 
more user(s) can be tolerated without affecting the QoS of linked list of buffeiS, which are anchored by the queue 
conforming useiS. The MM switch 12 and switching sub- descriptor. In memory, the cell consists of 52 octets, exclud-
system 100 are expected to cooperate via the NMS so that ing the HEC octet. A buffer descriptor may be used to create 
both entities have the access to the required database of 10 the linked list for each of the queue descriptors. When a cell 
information. is eventually broadcast on the downstream bus, a routing tag 

3.3.2.1 Downstream Protocol is added to identify the target port. Since there is a one for 
The logic resident on the ABCU card 22 implements the one association between the queues and the ports, the 

cell routing function for any ingress cells from the network scheduler can blindly generate this routing tag. 
OC-3c, the daisy chain OC-3c, or the Upstream TOM bus 15 Each ADSL line card 24 preferably provides one register 
stream. VIrtual circuit validation is a two stage process. set for each port on the ADSL line card 24. The register may 

The first stage logic of the virtual circuit validation be used to determine whether or not the port needs to capture 
process checks to see if a VP connection is provisioned for the cell on the downstream bus. The word coding scheme is 
this ingress cell. Each ingress interface may be provisioned set out in the control word format. A second register is 
to support either UN1 or NNI interfaces. The virtual path 20 provided for system specific communication (e.g., software 
lookup is preferably a linear table where the 8/12 VP bits download). A third default value may be implemented on 
point to the VC-descriptor. Thus, a table with 256 byte or each port card. This third default value is preferably reserved 
4000 byte VC_descriptor entries would be used. The for system specific broadcast communication. 
VP_descriptor contains the required connection informa- The queue structure in the ABCU card 22 supports a 
tion. If the virtual path lookup is successful, then the cell 25 backplane flow control scheme between the FIFOs on the 
level processing is implemented, and the cell is forwarded to ABCU card 22 and the ADSL line cards 24. Preferably, the 
the appropriate destination. This linear lookup is fast and FIFO size on the ADSL line cards 24 is minimized such that 
VP_lookup_failure indication preferably should be sig- these control cards can be implemented in ASIC. Most 
naled to the next stage within a few clocks. Utopia devices provide a two or a four cell FIFO; thus, the 

The virtual circuit lookup sequence is triggered by the 30 deadline for service in the preferred embodiment is one cell 
VP _lookup_failure indication from the previous state. The time for the PHY devices. 
virtual circuit lookup is preferably implemented in hardware The feedback scheme from the ADSL line cards 24 is 
by a sorted list that supports 4000 or more virtual paths. The implemented over the upstream point to point slotted TOM 
processstartsneartbemiddleofthelist and tests to see if the cell bus. The worst-case cell rate in the downstream direc-
current 24/28 bit virtual circuit bit pattern is equal to, greater 35 tion is a function of the rate adaptation circuit. The rate of 
than, or less than the pattern from in the VC_descriptor the feedback scheme determines the optimal size of the local 
entry. This hardware test is fast, preferably producing a cell buffer. The design goal is to minimize the local cell 
result within 2 clock cycles. At 50 MHZ, this rate permits 25 buffer size, preferably keeping it within 4 or 8 cells without 
iterations of 40 ns per iteration within the 1.0 us deadline. compromising performance). 
For a VC range that is a power of 2, the number of iterations 40 3.32.1.1 Congestion and Discard Policy 
is equal to the exponent plus one (e.g., 211 supports 2K The downstream buffer resources are preferably orga-
virtual circuits which requires 11+1=12 iterations). This nized into a free list of buffers. The size of the buffers is a 
performance may allow this architecture to be reused in provisioned parameter, but during system runtime a single 
future OC-12 applications while supporting 64000 virtual fixed size would be used. The size may, for example, be 64, 
circuits or more. 45 128, 256 or 512 bytes. The cells are mapped into the buffers, 

The virtual circuit and virtual path lookup procedure for example, as 52 bytes. The free list of buffeiS has three 
preferably utilizes the same database structure named trigger levels plus one normal level, which are set out in the 
VP _descriptor. The ingress cell arriving from any port is table below. 
evaluated by the VP lookup sequence first, and then a VC 
lookup is performed. The first successful event halts the so --------------------
process. Successful events invoke the header translation 
procedure on the permitted number of bits and the enqueu
ing procedure for the target queue. Any VC that falls within 
the reserved range (i.e. the first 32 VCs) can be passed from 
the main (or first) switching unit 104a to the CPU of 55 

switching subsystem 100. One approach would be to termi
nate these VCs in the main (or first) switching unit 104a, 
which could act as a proxy for the other switching units 104 
in the switching subsystem 100. ·In addition, any inband cell 
that has special attnbutes defined in one of the control fields 60 

can cause this cell to be stripped out of the data path. 
Examples for this case are an ABR RM cell or an end-to-end 
OAM cell. 

Congestion level 

Level zero {llJ) 

Level one (Ll) 

Level two (1.2) 

Level Intent 

Normal state 

Trigger status 
signaling 

Congestion 
Imminent 

In the event the current cell is not decoded by a given Level one (Ll) Congestion 
switching unit 104, then it is passed via a separate FIFO to 65 State 

the next switching unit 104 in the daisy chain. If, however, 
a current cell is not decoded in the last switching unit 104n, 

Functions 

All cell streams are queued and 
forwarded to target ports 
CLP marketing 
EFCI marking 
Future BAR procedures or credit 
based ftow control procedures 
discards policies on a selective 
basis 
- early packet discard 
· partial packet discard 
- fairness process with per class 
or per group gmnularity 
Future enhancements per class or 
per group differentiated 
procedures 
EFCI marking 
Discards policies on a 
· selective basis 

., 
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-continued 

Congestion level Level Intent 

Level three (LJ) Congestion 

Functions 

- early packet discard 
-partial pa 
granularity 
packet discard 
- with per cll!lls or per group 
granularity 
- discard CLP marked cells 
aggressive discard policies 
- cell level discards per group or 
class gr.mularity. 
Goal: at all rost protect lhe 
highest priority 
QoS guaranteed streams. 

If level zero (LO) is active, then the ingress cells are 
enqueued in the queues as a function of the VC-descriptor 
queue parameter. The queues are serviced by a scheduler, 

28 
case, on a per VC basis, the system may be provisioned with 
the AAL attribute when the PVC connection is established. 
Therefore, only the AAL5 (or similar) encoded streams are 
candidates for the EPD and PPD discard strategy. Other VC 

5 streams are preferably managed with cell level discards. 
33.2.1.2 Downstream Traffic Shaping 
FIG. 6 shows a block diagram of the fabric controls for 

ABCU card 22. The ABCU card 22 preferably provides a 
programmable timer based rate adaptation circuit to traffic-

10 shape the flows to the ADSL line cards 22. The purpose of 
the circuit is to rate adapt the switch fabric cell rate to the 
port cell rate. A set of registers is provided on the ABCU 
card 22 to provision the scheduler rate for each of, for 
example, 60 ADSL line cards 24 (x2 for the number of ports 
per can:l). Two bits are preferably used to control the rate 

15 adaptation circuit for each port. The two bits may be 
encoded as follows; 

which may provide service policies. ln the event any VC or traffic shaper rate Cell Repetition rate 
VP connection exceeds its provisioned rate, then CLP marks 20 bit_value[l..O] (Mbps) (us) 
the cell. The per connection accounting processing function 
is done in conjunction with the VCNPlookup for the current 
cell. If level one is triggered, then EFCI marking is imple
mented on the programmed number of virtual circuits des
tined to the low priority queues. In addition, if level one (Ll) 25 

3 
2 
1 
0 

16.384 
8.192 
4.096 
2.048 

26 
52 

104 
208 

is triggered, then the EPD/PPD procedure operates on an Slower rates are generally not needed because the feed-
ingress cells for the low priority queue. The total number of back scheme over the cell slot mapped TDM bus is prefer-
EPD/PPD circuits implemented are shared among the egress ably expected to be fast enough such that at most two cells 
ports. Each egress cell is associated with a VP _descriptor get queued for rates below 2.048 Mbps. This scheme in 
and the target queue control function is defined in the 30 effect reduces the burst cell rate to each ADSL line card 24. 
Q_descriptor (QD). Thus, it will be possible to minimize the size of the FIFOs 

The aggregate of the upstream VCINPI are evaluated on the ADSL line cards 24 and at the same time guarantee 
against the active EPD logic elements that are shared with full throughput without entering the FIFO overflow or 
the ports. These EPD logic elements store the context of the underflow state. 
in-progress packet discards. If there is a match, then the EPD 35 ADSL line cards 24 with different PHY capabilities may 
or PPD procedure is implemented. In other words, the cell be used and depending on the ADSLline card's 24 through-
is not queued in the target low priority queue. A pipelined put and FIFO resources, software may be used to provision 
implementation is preferably used wherein the the cell rate for each PHY drop. For example, an ADSL line 
VC-descriptor lookup occurs and a primitive is appended to card 24 that has a single ADSL interface which runs at 6 
identify the target queue and source port. The next state in 40 Mbps downstream would use the 8.192 Mbps cell rate. An 
the pipeline evaluates the cell to match it for a discard ADSL line can:l24 that has two HDSL interfaces running at 
VCINPI in progress for the given port. TBD packets 1544 Mbps would use the two separate traffic shaped 
destined for one of the queues thus can be in the discan:l streams running at 2.048 Mbps rate. 
mode until the end of message (EOM) marker state. The The timers for the rate adaptation circuit are preferably 
EOM cell itself may or may not be discarded. The action of 45 designed such that they are not all expiring at the same time. 
writing the EPD_cnt[ 1 register sets a go command flag. The ln other words, multiple reset (or parallel load) phases may 
initialization of the EPD _cnt[ 1 registers is implemented by be implemented, possibly four or eight phases. Timers may 
a write cycle to the register. be split between these phases. 

While the system may be at one congestion state, the drop The rate adaptation circuit signals the scheduler for each 
PHY port queue may be at a different state. Therefore a so port with the state of the port buffer on each module. The 
second level of congestion, namely the port congestion. scheduler for each port can then provide a cell to the port as 
exists in the downstream direction. The free list is fairly a function of its provisioned criteria. If a cell is not delivered 
managed in a manner that gives the two downstream queues to the PHY port before the pipeline starves, then the ABCU 
access to system resources during the uncongested system card 22 TC layer function will insert an idle cell on the port. 
state. Each queue, however, is preferably limited in the ss This is normal behavior when, for example, a portion of the 
buffer resources that it can consume. In the event the queue bandwidth of the port is being utilized. 
runs out of buffer resources, then the queue preferably In one embodiment, the downstream 150 Mbps broadcast 
defaults to cell level discard at the queue ingress. cell bus may be queued up to 22 cells simultaneously for the 

Switching subsystem 100 supports both VP and VC cell bus. Thus, the last cell would observe a 333 us delay and 
connections. The EPD/PPD discard strategy is preferably 60 this may underflow the small FIFOs on the ADSL line cards 
used when the streams are encoded usingAAIS or a similar 24. The queuing system preferably self-corrects in this 
scheme. Otherwise, the system preferably performs cell condition; however, the cell bus is preferably faster than 
level discards only when that stream exceeds its permitted OC-3 and should be about 450,000 cells/sec. This should 
rate. The VP connections consist of unknown VCs and provide sufficient capacity above the 370,000 cell/sec OC-3c 
provide a statistically multiplexed traffic stream that remains 65 rate. Modeling can be done to ensure that the shared cell bus 
within some bandwidth limit. Thus, it is reasonable to achieves the time domain characteristics necessary to main-
discan:l cells if the VP stream exceeds these limits. In the VC tain 100% port efficiency. 
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3.3.2.1.2.1 Scheduler 
In an embodiment, the two queues for each of the up to 

120 ports are controlled by a basic scheduler. The scheduling 
method is preferably selectable for two modes. Mode 1 is a 
simple priority, where the high priority queue always gets 5 
serviced fust if a cell exists in this queue. Mode 2 is a 
modified simple priority, where the high priority queue 
normally gets serviced, first, however, the scheduler can 
periodically force that a ceil gets serviced from the low 
priority queue. The rate is based on a timer which resets 10 
when one cell gets removed from the low priority queue and 
when it expires then the low the priority queue is permitted 
to send one cell downstream. Preferably in this embodiment, 
the MCR is greater than 0 for the aggregate streams in the 
low priority queue. The rate scheduler granularity is pref- 15 

30 
identify the signaling channel from each of the ports of 
switching subsystem 100. An exemplary set-up using a 
single overhead byte is set out in the table below. 

Bit 

0-7 

8-31 

Description 

source_port[]; 
0-119 is shelf local port address 
120-239 - reseiVed for shelf ports 
240 - CPU address 
241 - 247 -spare 
248 - 250 - reseiVed for trunk ports 
151 - trunk port (upstream daisy chain, OC-3) 
152 - 254 - reserved for bypass ports 
155- bypass port (downstream daisy chain, OC-3) 
spare 

erably Nx8 Kbps. The scope of the rate control function ---------------------
applies to the L1 congestion slate. Each scheduler counts the 
number of cells sent to its port. The software may read this 
register and the CPU read cycle will clear the register to 
zero. The data may be used by tbe discard PPD/EPD engine 20 
to evaluate whether or not the queue should be discard 
elig~ole. 

3.3.2.1.3 Encapsulated Cell Format 
The ingress cells arriving from any port on the ABCU 

card 22 are preferably converted to a 56 byte format shown 25 
in the following table. This format only has meaning while 
the cell is in the pipeline and is being evaluated for a routing 
decision. After being evaluated, the cell is then written to 
memory and the format within the memory may be different. 
The VP and VC lookup uses that format to evaluate the 30 
current ingress cell. The HEC code has been stripped out of 
the stream. It is the responsibility of the PHY layers on each 
interface card to recalculate and insert the HEC field at every 
egress port. 

3.3.2.1.3.2 Memory Subsystem 
The memory subsystem may, by way of example, be 

implemented in a 32 bit or 64 bit wide memory subsystem. 
The encapsulated cell format may be selected to easily map 
into either (or another) memory width. A 64-bit-wide single . 
memory subsystem is preferred. For the 64-bit-wide scheme, 
one 64 bit control word and 6x64 bit payload words can be 
mapped into memory. In a cache implementation, this 
approach may fit into one or two standard cache Iine(s) 
depending on the line size of the cache microprocessor. 
Therefore this approach advantageously utilizes the memory 
access efficiency. Preferably, the upstream and downstream 
flows are unified such that future local switching between 
the :flows is possible. For example the A1M layer could 
crossconnect two ports on the ABCU card 22. 

In some applications, the downstream and upstream flows 
may be kept separate. In such an application, the ATM 
switch 12 behind switching subsystem 100 would preferably 

---------------------
35 

perform the aforementioned switching task. The preferred 
Address (Hex) Description 

00 - 03 Control word 
04 - 07 AXM header 
08 - 37 AXM 48 byte payload 

40 

This encapsulated cell format is generally used on the 
ABCU card 22 for cell :flows. The upstream IDM flow,. 
which contains a basic routing tag identifying the source 
port, is converted to this format. The slot number is not 45 

encoded since the dedicated point to point SBI bus is 
sufficient to define the source slot. The downstream shared 
bus uses this format Ingress cells from the two OC-3 ports 
are also converted to this format. 

The VP and VC lookup circuit(s) generally use between so 
8 and 28 bits from the ATM header and 8 bits from the 
control word when evaluating the current cell. In this 
embodiment, the VP lookup has a maximum of 20 bits and 
the VC lookup has a maximum of 32 bits. The 32 bits are 
sufficient since the ports are restricted to UNI capability. (i.e. 55 

24+8) 
3.3.2.1.3.1 Control Word Format 

embodiment, however, is to use switching subsystem 100 as 
a switching p1atform wherein switching subsystem 100 
behaves as an ATM switch. 

3.3.2.1.4 TDM network with AlM Transport 
In one embodiment, the interface to the TSI cable can 

source up to eight Tl, AIM -formatted streams. These 
streams may be transported over the digital loop carrier 20 
IDM infrastructure to new CPE equipment that terminates 
the AlM protocol. The IDM network and any cross
connects in the path generally comply with these rules: 

1-Tl's are in clear channel, i.e. 8 bits in every DS-0 
available. 

2-drop Tl,s are in ESF format with B8ZS line code. 
3-cross-connects are implemented such that the differ

ential delay for the 24 DS-O's is the same. 
With this approach, the TDM network can be provisioned 

to transportKI'M. If, however, the legacy Tl card is resident 
in switching subsystem 100, then the digital loop carrier 20 
TSI TDM switch cross-connects the 24 DS-O's and routes 
them back to the switching subsystem 100 resident T1 card. 
In this mode of operation, the SBI bus in switching sub
system 100 operates in a IDM framed mode. 

In one embodiment, the 8 T1 ATM interface circuits on 
When receiving cells from the many drops, uniqueness is 

preferably guaranteed for the streams. As such, the cell 
assembler logic that is recovering the cell from the SBI bus 

·provides an overhead byte (or multiple bytes) that provides 
the source port and slot number. The VC and VP lookup uses 
this information to evaluate the current ingress cell. An 
example conflict is the signaling VC=5 from the ports; each 
one of these VCs will be remapped to a unique VCI/VPI 
value. These cells are then forwarded to the OC-3 toward the 
CO residentA1M switch 12. This switch can then uniquely 

60 the ABCU card 22 generate the ATM compliant payload for 
the 24 DS-0 channels without the framing bit. The ATM 
interface circuits map cells into the TOM frame structure, 
HEC CRC generation, and idle cell insertion. They may also 
implement some .KIM layer OAM policies, such as the 

65 1.610 and AF-xxxx policies. This may include loopbacks, 
alarm signaling etc. The ATM HEC framer will comply with 
1.432 policy. 

0198



.. .. 

5,953,318 
31 

3.3.2.2 Upstream Protocol 
Preferably, the ADSL line cards 24 in the upstream 

direction receive KIM cells from the PHY layer device and 
queue two cells for mapping over the TDM bus. One cell is 
assembled in memory while the other is sent over the TDM 
bus to the ABCU card 22. The TDM bus in this embodiment 
runs slightly faster than T1 rates, thus, it will take about 240 
ps to transfer one cell over the TDM bus. The extra 
overhead, if sufficient, can be used for circuit emulation 
service (CFS) encapsulation of a Tl stream. Once a cell is 
available in its entirety, then the cell is placed in the OC-3c 
IDM Cell Fifo on a first come first serve basis. 

The ABCU card 22 will receive up to, for example, 60 
concurrent cells over the TDM slotted bus. An ID tag is also 
transferred over the IDM bus to indicate which port the cell 
came from. This ID tag is also used when more than one port 
is implemented on an ADSL line card 24. After receiving a 
complete cell from the IDM slotted bus, then the next logic 
stage validates the cell and provides any translation before 
the cell is forwarded to one of the 16 queues for eventual 
relaying on the OC-3c link. 

The FIFO logic on the ABCU card 22 that buffers the 60 
distinct cell streams also shares a common FIFO that ter
minates on the local CPU bus. This FIFO is used to queue 
OAM cells, signaling cells, and other cells to be terminated 
by the local CPU. Encoded with the exemplary 52 byte cell 
is additional overhead, including, for example, the port 
number the cell was received from. The VCD lookup 
process is also required to scan the 60 IDM cell assembly 
buffers for valid overhead cells that require removal from the 
cell stream. The queue intended to pass these cells to the 
CPU should be large (e.g., 32 cells). Even though the 
control/signaling cell rate is slow, it is possible that multiple 
control cells arrive simultaneously from many ports. 

Similar to the downstream direction, the data path logic in 
the upstream protocol implements a two stage routing deci
sion. First the VP routing stage is invoked, followed by the 
VC routing function in the event the VP stage failed. In the 
event non-provisioned cells are contained within any 
upstream path, they can be forwarded to the local CPU via 
a separate queue. The routing function on the ADSL line 
cards 24 may be encoded as a single byte upstream control 
field which may be appended, for example, to the 52 byte 
AIM cell. The HEC code is preferably not transported over 
the IDM bus. The upstream control bits may, for example, 
be mapped as follows; 

Upstream control Byte (bits) 

6 .. 7 
2.5 

0 .. 1 

Description 

spare 
fifo_status[J - one bit for each 
channel canl FIFO, when bit = 1 
then room for a cell when bit = 
0 then no room. 
bit 2 for channel 1, 
bit 3 for channel 2, 
bit 4 for channel 3, 
bit 5 for ·channel 4, 
poruddi(] (i.e. max. 4 PHY 
JJFee Statements per cards) 

The cell assembly unit on the ABCU card 22 for the 
upstream paths will append the geographic address field and 
other information to conform with the encapsulated cell 
format. The ADSLline card itself generates the port address 
field. As slated, the VP and VC routing decision for the data 
path may be made as a function of the relevant VCINPI bits 
from the cell header. However, the header alone does not 
normally ensure the cell came from a unique port. Thus, the 

32 
geographic address and the port ID information is used to 
uniquely identify the source of the cell. The VCINPI field 
in the cell header does not guarantee that each UNI will use 
different values (e.g., ports might use the same signaling 

s channel VPINCI). These control or signaling cells may be 
stripped out of the stream and presented to the CPU. 

The queue structure in the ABCU card 22, which 
assembles the cells for the streams, supports a backplane rate 
adaptation scheme between the FIFOs on the ADSL line 

10 card 24 and the ABCU card 22. The ADSL line card 24 will 
inject data cells onto the IDM slotted bus, but when its 
FIFOs are empty then idle cells will be sent. The ABCU card 
22 performs a proprietary scheme to ensure cell delineation 
over the TDM bus. This scheme will discard any idle cells 

15 that are mapped onto the IDM bus for rate adaptation 
purposes. The implementation goal on the ADSL line card 
24 is to utilize a small buffer for the cells and to optimize 
throughput over the IDM slotted bus. Preferably, these 
functions will be implemented in an ASIC on the ADSL line 

20 cards 24, although other hardware, software, and firmware 
implementations are possible. Most Utopia devices provide 
a two or a four cell FIFO. Thus, the PHYs should preferably 
be serviced within one cell time. 

33.2.2.1 Congestion and Discard Policy 

25 The upstream buffer resources are organized into a free 
list of buffers. The size of the buffer is a provisioned 
parameter, but during system run time one fixed size may be 
used, which is preferably 64 byte aligned. The size may, for 
example, be 64, 128, 256 or 512 bytes which equates to 1, 

30 2, 3 or 4 cells. The cells are mapped into the buffers as 52 
bytes. The system level congestion state is primarily a 
fraction of the free list of buffer. The free list of buffers 
preferably has three trigger levels plus one normal level, 
according to the below table. 

35 

40 

45 

so 

55 

Congestion level Level Intent 

Level zero {LO) Normal state 

Level one (Ll) Trigger status 
signaling 

Level two (L2) Congestion 
Imminent 

Level three (L3) Congestion 

Functions 

All ceU streams are queued 
and forwarded to target 
ports 
CLP marking- f(x) of 
VC_accounting 
EFCI marking 
ABR procedures or credit 
based flow control 
procedures 
discards policies on a 
selective basis 
-early packet discard 
- partial packet discard 
-fairness 
-process with per class or 
per group granularity 
- discard CLP marked cells 
aggressive discard policies 
- cell level discards per 
group or class granularity. 
Goal: protect the bigbest 
priority Qos guaranreoo 
streams. 

If no levels are triggered (i.e., level zero) than ingress 
cells are enqueued in the 16 queues as a function of the 

60 VP _descriptor queue parameter. The 16 queues are serviced 
as a function of the scheduler process. The cells are then 
mapped into the OC-3 PHY layer (consult the conformant 
stream generation section). If the cell stream exceeds its VC 
accounting limit, then the cell may be CLP marked. If level 

65 one is triggered, then EFCI marking is implemented on the 
programmed number of cell streams destined to some of the 
queues. If the VC or VP exceeds its VC accounting limit, 
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then CLP marking may be implemented. H level two is also 
triggered, then level one procedures remain in effect. This is 
possible because packer level discard will occur before the 
cells are queued into the respective queue. The EPD proce
dure operates on ingress cells with port granularity. The total 5 

number of EPD circuits implemented are shared among the 
ingress ports. Each ingress cell is associated with a 
VP _descriptor and the latget queue is associated with the 
Q_descriptor. The aggregate of upstream VCIJVPI are 
evaluated against the active EPD logic elements that are 10 

shared with the ports. These EPD logic elements store the 
context of the in progress packet discards. If there is a match, 
then the EPD or PPD procedure is implemented by the 
hardware. In other words, the cell is not queued in one of the 
queues (preferred of queues=16). A pipelined implementa- 15 

tion may be used wherein the VC-descriptor lookup occurs 
and a primitive is appended to identify the target queue and 
source port. The next stale in the pipeline evaluates the cell 

end; 

34 
-continued 

If ingress cell is CLP marlred then discard cell. 
Else If ingress cell is a current EPD or PPD candidate 

then discard Else queue cell end; 

IFL3 then 

end; 

EFC£ mark egress cells going to queues that are 
programmed with EFCl enable in the VC_descriptor. 

CLP mark egress cells going to queues that are 
piogrammed with CLP enable to the VP _descriptor 

If ingress cell is CLP marked then discard cell. 
Else If ingress cell is step function type then 

discard Else queue cell 
end 

3.3.2.2.2 EPD state machine 
EPD state machines preferably operate in parallel. Only 

one of these EPD state machines will find a match. Software 
should never program two EPD state machines for the same 
VC or VP. For ingress streams, only one state machine can to match it for a discard VCIJVPI in progress for the given 

port. This means TBD packets destined for one of the queues 
can be in the discard mode until the end of message (EOM) 
marker state. The EOM cell can be provisioned or discarded. 
The action of writing the EPD-cntl( ] register sets a go 
command flag. The initialization of the EPD-cntl( ] registers 

20 be assigned to any one ingress IDM slotted cell stream. lbis 
helps to ensure that when the state machine on its own 
initiative finds a EPD candidate that no contention problem 
exists with another EPD state machine. 

is implemented by a write cycle to the register. 25 

While the system may be at one congestion state, each of 
the upstream queues of the OC3 PHY port may be at a 
different congestion slate. Therefore, a second level of 
congestion exists in the upstream direction, namely the 
OC-3 port congestion. The free list preferably is fairly 30 

managed in a manner that gives active queues access to 
system resources during the L1- and I2 system congestion 
state. However, each queue will have a limit on the buffer 
resources that it can consume. In the event the queue runs 
out of buffer resources, then the queue will default to cell 35 
level discard at its ingress. 

Switching subsystem 100 supports both VP and VC 
connections. The EPD/PPD discard strategy is preferably 
used when the streams are encoded usingAAI5 or a similar 
scheme. Otherwise, the system preferably performs cell 40 

level discards only when that stream exceeds its permitted 
rate. The VP connections consists of unknown VCs and 
provide a statistically multiplexed traffic stream that remains 
within some bandwidth limit. Thus, it is reasonable to 
discard cells if the VP stream exceeds these limits. In the VC 45 

case, on a per VC basis, the system may be provisioned with 
the AALx attnbute when the PVC connection is established. 
Therefore, nnly the AAl5 (or similar) encoded streams are 
candidates for the EPD and PPD discard strategy. Other VC 
streams are preferably managed with cell level discards. 50 

3.3.2.2.1.1 Congestion Control State Machine 
The state machine behavior for the four congestion levels 

is: 

For ingress cells from the OC-3c the EPD/PPD state 
machine can be assigned to any one of the (preferably 22) 
sets of egress queues. 

Do for Ingress Cell 
Do Case - Go command 
Case Search 
If last cell = COM and current cell = EOM then 

declare start_packet 
reset timer 

else 
declare ••• 

end 
Case Discanl 
If Cllltent cell - match pammelers 

then 

end 

discard cell 
increment cell counter 
reset timer 
If current cell is EOM then declare end-
Packet end 

End Case; 
If timer expired halt and report to CPU 
If end~acket then report status word to CPU 

end; 

33.2.2.3 Conformant Stream Generation 
The upstream queues are serviced by a controller that 

launches a predetermined number of cells during the current 
control period. The upstream controller for the outbound 
OC3c services the upstream queues using a priority algo
rithm. Each queue is read until empty before advancing to 
the next queue. The controller blindly launches cells from 

IFlD then 
No congestion policies implemented end; 

end; 
IFLl then 

EFCI mark egress cells going to queues that are 
programmed with EFCI enable in the VP _descriptor. 

55 the bypass_queue, and the CPU_queue since it is assumed 
that these streams are already confonnant and have been 
previously scheduled by another shelf. The CPU cells are 
important for real lime controls but are of little importance 
from a system load point of view. The cells from these two 

end; 

CIP mark egress cells going to queues that are 
programmed with CLP enable in the VC_descriptor 

IF 1.2 then 
EFCI mark egress cells going to queues that are 

programmed with EFCI enable in the VC_descriptor. 
CIP mark egress cells going to queues that are 

programmed with CLP enable in the VC_descriptor 

60 queues are not counted by the controller. The controller is 
granted a fixed number of credits for the local ingress_ 
queue[7 ... 0] for the current control period. As it services 
these queues, the credit counter is decremented until it 
reaches zero. At this point, the controller stops and waits for 

65 the next control period before launching any more cells. Due 
to boundary conditions, the controller may not reach zero 
before the end of the control period. The controller, when 
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re-initialized for the next control period, remembers the the XfM protocol. The IDM network and any cross-
remainder from the previous period. The controller during connects in the path preferably comply with the following 
the current period may first exhaust the counter from the rules: 
previous period before decrementing the counter for the 1-Tls are clear channel> i.e., 8 bits in every DSO 
current period. s available. 

The boundary conditions impact the accuracy of the 2-drop Tls are ESF format with BSZS line code. 
fairness process. It is expected that the delay of remote daisy 3-cross-connects effect the same differential delay for all 
chained switching units 104 may cause short term bursts of the 24 DSO. 
from these switching units that appear to be in excess of the With this approach, the TOM network can be provisioned 
remote shelf credits. 10 to transport A1M. If, however. the legacy TI card is resident 

Schedulers count the number of cells sent to the port. The in switching subsystem 100, . ~en the IDA! payload is 
software will read this register and the CPU read cycle will pre_ferably _first route? to the d1g1tal loop earner TSI. IDM 
clear the register to zero. The -data may be used by the SWitch. This TSI SWitch cross-connects the 24 ?S-0 sand 
discard PPD/EPD engine to evaluate whether or not the routes them back to the ABCU card 22. Tins mode of 
queue should be discard-eligible. 15 ?peration requires that the SBI bus in MegaSLAM operates 

The single data path queue, the bypass queue, and CPU m a TDM framed ~ode. . . 
queue are serviced by the scheduler. The scheduler uses a TI:e 8 Tl IUM mterfacx:_ crrCUits on the ABCU card 22 
simple priority process where the CPU queue gets the termmate the. tXIM~compliant pay~oad _for the ~ DS-0 
highest priority. the bypass queue gets the second highest <:hanne1s, not :nciuding the Tl framm~ btt. The m~ func-
priority, and the single data path queue gets the lowest 20 lions ~ frammg on A1M cel1s, checking ~C, and 1dle cell 
priority. extraction. It may ~.be necessary to Implement som_e 

3.3.22.3.2 Release Two Scheduler XIM_ layer OAM poliCies. (see 1.610 and ~-~) This 
For a multiple data path queue configuration, the data path ~ay mclude loopback detectio?- and al~ ~tgnaling detec-

queues plus the bypass and CPU queue are serviced by the tion. The ATM HEC framer will comply With 1.432. 
scheduler. The scheduler may be selectable for modes which 25 33:2.2:6 Usage Parameter Control . 
may include, for example, a first mode having a simple ~~tcbing subsystem. 100 has per _vc. ac~unting to 
priority, where the highest priority queues are serviced first optim~ throu~p~t dunng the congesti?n ~ent state. 
if a cell exists in this queue. In this mode, low priority In a~dition! ~Witching subsystem 100 will proVIde the f~l-
queues may not get serviced if the higher priority stream lowmg policmg process selectable on a per VC or VP basiS: 
consumes the bandwidth resoUICes. 30 -GCRA--the dual leaky bucket process for VBR 

A second move may be a mixed mode, where simple -peak cell rate monitor for UBR 
priority is used for N of the highest priority queues. And -ABR compliant rate monitor 
after these N queues are empty, round robin select for the -fixed rate monitor for CBR 
remaining queues. *** UPC e.g., policing, GCRA, fixed rate and time varying 

A third mode may be a mixed mode, where simple priority 35 rate also an aggregate per port rate. 
is used for N of the highest priority queues, but a timer 3.3.3 Data Structures 
intemipt for any of the lower priority queues may force that The following subsections define the data structures 
these queues get a turn. The rate scheduler is based on a shared by the upstream and downstream flows. These data 
timer, which resets when one cell gets removed from the low structures provide the key primitives by which the architec-
priority queue. If the timer expires, then a low priority queue 40 ture perfocrns real time tasks that have very short deadlines. 
is permitted to send one cell downstream. This scheme helps In many cases, the deadlines are less than 1.0 ps. 
ensure that MCR>O for the aggregate streams in the low The real time software (or alternatively firmware or 
priority queue. The rate scheduler granularity is Nx32 Kbps. hardware) provides various services to the data structures. 
The scope of the rate control function applies to the I2 The tasks are real time, but the deadlines are generally more 
congestion state. At the D congestion state, the scheduler can 45 relaxed by two orders of magnitude or more over a cell tinle 
be disabled or can remain active. which is 2. 76 ps for an OC-3. Deadlines in the range of 300 

3.3.2.2.4 Upstream Channel Card Buffering ps to 1.0 ms will be normal for the software tasks. 
The upstream ADSL line card 24 buffers are preferably 3.33.1 Connection Control 

designed to minimire delay. This is especially important for In one embodiment, a unified data structure is defined for 
the low rate upstream rates (e.g .• 128 Kbps). Th~ buffering so virtual circuit and virtual path connection control This data 
4 or 8 cel1s will preferably not be used. structure is called the VIrtual Circuit Descriptor (VCD). This 

A preferred approach is to buffer one cell and to start the architecture defines a two stage look up strategy where first 
transfer over the IDM bus at the next cell slot opportunity. the ingress cell is evaluated for a VP connection and then for 
A standard Utopia interface is preferably not used if it results a VC connection. Software provisions VPs and VCs mutu-
in 2 or more cell queuing delays. 55 ally exclusive on a per port basis. The MegaSIAM switch 

In one embodiment, the transfer of a cell over the TOM fabric appends an overhead field that guarantees uniqueness, 
slotted bus is started before the whole cell bas arrived in the even if the address in the ATM cell header does not. 
local buffer. This can the thought of as a pipeline. Therefore porls can freely utilize any VP or VC address. 

In applications where very low rate ingress streams occur, 3.3.3.1.1 Vrrtual Circuit Controls 
it may be desirable to use octet level control rather than cell 60 The virtual circuit cell routing process requires the imple-
level controls to minimize delay parameters. This choice mentation of a database. The data structure used for this 
will affect the preferred SBI bus cell transfer protocoL routing decision is the Virtual Circuit Descriptor (VC 

3.3.2.2.5 TDM network with A1M Transport descriptor, VCD). When the cell arrives from an ingress port 
The interface to the TSI cable can preferably sink up to its header contents are evaluated to determine if this is in fact 

eight or more Tl, A1M formatted streams. These streams 65 a valid VCI/VPI, and routing information is appended to the 
may be transported over the digital loop carrier IDM cell such that the hardware can route the cell to the correct 
infrastructure to the switching subsystem 100 that terminates port. 
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preferably not discarded while the fabric is in the congestion 
state. If, however7 the VP exceeds its rate, then cell level 
discards will preferably be implemented on *******these 
streams. Discard policies for VP's are generally cell based. 

The routing defining in VCD preferably supports any 
target queue on a given shelf. Therefore this approach 
supports fully functional switch fabric. This means any 
ingress cell can be sent to any queue including the local 
CPU. Local switching will be required in some 
embodiments, but in others cell routing will be limited to the 
upstream and downstream directions. Also, the ABCU itself 
may be a single shared memory subsystem that combines the 
upstream and downstream cell :O.ows. Therefore it possible in 
some embodiments to forward any cell to any port (i.e. local 
switching). 

5 Since the fabric generally does not have VC visibility;the 
EPD/PPD AAL5 discards are probably not useful. 

33.3.1.3 VIrtual Circuit Descriptor 

An exemplary format of one word of the VC descriptors 

10 is as follows: 

Bit position Function 

bit 0 .•. 5 targeLqueue{ ); 
dowm;tream (16 -low priority queue, 17- high 
priority queue) 
upBtream (0- ingress_queue{O] ... 15-
ingress_queoe{1s:D 
CPU (30 - pass cell to CPU) 
bypass= 31 

bit 6 ... 12 spare - enough address space for per VC queuing 
bit 13 •.. 20 target_port[ ];••• add TSI port address to map ••• 

G-119 is shelf local port address 
12G-239 - reserved for shelf ports 
240 - primary CPU address 
241- secondary CPU address (delivery not guaranteed) 
242-247 - spare 
248-250 - reserved for trunk ports 
251 - trunk port (upstream daisy chain. OC-3) 
252-254 - reserved for bypass ports 
255 - bypass ports (dowm;tream daisy chain, OC-3) 

bit 21 ... 24 traffic_class[ ]; 

bit25 

G-15 , user definable scheme.switch fabric uses 
these bits to select the congestion state for the up 
to 16 traffic classes. 
aalS - when 1 then stream consists of AAL5 type, when 
0 then unknown type. 

Per VC accounting and per VC queuing control is pref
erably implemented with the VC-cell_cnt[ ] field in the VC 
descriptor. The purpose of these controls are to provide 
means to support MCR>O for a given VC when the system 
enters the congestion imminent state (L2 for Release Two 15 

upstream or L1 for downstream). The field is incremented 
for each cell that is successfully enqueued. A background 
software task modifies the Time-stamp[ ] field when neces
sary to prevent roll over errors for each of the 2000 virtual 
circuits. The system time base counter increments at double 20 

the system frame rate or preferably 250 ps. This rate 
represents roughly a 9 cell exposure at the OC-3 rate. For 
this time base rate, rollover events for the 14 bit counter 
occur approximately every 4.1 seconds. Another field, 
VC_limit[ ], defines the number of cells that are to be 25 

enqueued per unit time interval before the given virtual 
circuit become eligible for discard policies. If the 
VC_limit[ ] field is programmed to zero, then the cells are 
eligible for discard policies. A global control bit 
VC_discard, when set, enables discards for a given virtual 30 

circuit. Assuming the port rate is 8 Mbps, then the 8 bit 
counter will over:O.ow in 13.2 ps. This time period is su.ffi.
ciently long, since the entire 8000 cell buffer can transition 
from the empty to full state in about 22 ps. Per VC 
accounting provides a means to enable discards, thus the real 
time control process is preferably at least an order of 
magnitude faster than the range of the resource the process 

bit26 
bit27 

35 bit28 
bit29 

en_oam - enable terminating of inband OAM celt when 1 
en__dp - enable Cl.P marking when 1 
eo_efci - enable EFCI marlring when 1 
vc_modc - when 1 then VC mode, when cleared to 0 then 

is attempting to control. Assuming a 2000 cell buffer storage 
range for the congestion imminent state (L2), then the 
control process should run at 55 ms/10 or about 550 ps. 

3.3.3.1.2 VIrtual Path Controls 
When virtual paths are provisioned, then controls are 

bit30 

bit31 

40 

VPmode 
nni_mode - when 1 then NNI mode, when 0 then UNI 
mode 
conn_ valid -connection is valid when - 1, 
- when 0 then h/w ignores cell but bypasses trunk 
cells to daisy chain. OtheiS are passed to CPU 
queue. 

preferably implemented on these streams to prevent them . 
from consuming switch fabric resources beyond some pre- AI: exemplary format of another word of the VC descnp-
defined limits. This helps ensure stability of the overall 45 tors JS as follows: 
switch fabric. 

One embodiment is to treat all VC streams that reside in 
the VP address range as one class of service. One approach 
would be to use four VPs per drop, one for each class of 
service. Another approach is to provision two VPs per drop, so 
one containing the predictable streams and the other con
taining the step function streams. A single VP per drop poses 
some difficulty, since oversubscription of the step function 
streaDJS (UBR, ABR) causes the QoS of the trafiic shaped 
streaDJS to be degraded. 55 

In the two queue model embodiment per drop that was 
previously defined, each port is preferably restricted such 
that any provisioned VP is mutually exclusive to all VC's on 

Bits 

bitO 

FUilction 

en.__.EOM_discard, when 1 then signal EOM discard state 
to packet discard engines. when 0 then signal do not 
discard EOM cells to packet discard engines. 

bit 1. .. 3 spare 
bit 4 ... 31 hdr_valoe{] - the header translation value of the 

VPf/VCI field 

An exemplary format of another word of the VC descrip
tors is as follows: 

the same port. B. Fun · 
The virtual path circuits may be oversubscribed, however 60 _tts ______ cti_o_n ____________ _ 

the switch fabric preferably will prevent these streams from 
monopolizing the buffer resources. The software may set 
arbitrary upper limits on each VP stream. The per VC 
accounting controller may be used to limit a VP stream to a 
maximum throughput per unit time. 

As long as the VP streams remain within the throughput 
bounds defined by the per VC accounting, then the trafiic is 

65 

bitO ... 3 
bit4 ... 31 

spare 
hdr___mask[ 1- header translation mask value of the 
VPI/VCI field 
l's mask translation and foiCeS setting of bit 

An exemplary format of yet another word of the VC 
descriptors is as follows: 

f. 

' ' 
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Bits 

bitO ... 7 

bit8 .•. 15 

bit 16 ... 29 

bit30 

bit31 

39 

Function 

VC_cell_cnt[ ] - cotmts the number of cells enqueued 
per tmit time ' 
VC_limil[ ] - defines the limit after wbich the ceUs 
become discard eligible. 
Trme_stamp[ ] - defines the last time a cell Will! 

processed 
- b!w updates when cell processed 
- s/w task prevents roll over errom 
FOice_discard - when 1, discards [all] cells when 
VC_lim.it is exceeded. When 0, [all] cells are 
forwarded to next stage. 
en,__ VC_discard - when set to 1, then enables 
discards. This VC can enter the discaro eligible 
state. When 0, this VC is always in the discaid 
ineligible state. 

5 

40 
tail of the associated free list and takes the buffer. Hardware 
then appends the buffer to the head of its linked list of bu~er 
descriptors (BFD). The hardware can append a buffer usrng 
one of two approaches: 

1-append buffer when last empty cell slot in current 
buffer is used. 

2-append buffer when new cell arrives and last cell slot 
in current buffer is used. 

Normally, for high performance ports, approach one is 
used. However: to conserve free list resources for low speed 10 • 
ports, approach two may be used. 

Each Queue Descriptor (QD) has a defined memory 
location. The locations will be memory mapped in a linear 
address space such that the associated scheduler can easily 
evaluate its list of queues. The linear mapping i;; imple-

15 mented to permit the scheduler to perform cache line reads 
for checking the status of its queues. 

The basic idea is that cells are added to the head of the 
3.3.3.2 Memory Management linked list, and buffers are added to the head when needed. 
The ABCU provides centralized queues that are allocated Simultaneously, cells are removed from the tail by t~e 

buffer resources. The buffer resources preferably are :fixed 20 scheduler. When a buffer is added at the head or a buffer IS 

granularity memory blocks of provisionable size of 64, 128, returned to the CPU at the tail~ then the necessary pointers 
256 or 512 bytes. The cell is mapped into these blocks as, for (QD & BFD) are updated. In addition, software may limit 
example, a 52 byte entity. Each cell consum~ a 64 byte the length of the queue to prevent m~e '!ueue :!!om consum-
block leaving 12 bytes unused. The overhead IS 4 bytes for ing excessive buffer resources; thJS JS achieved by the 
the header. Note the HEC octet has been removed at the TC 

25 
queue_size[ ] field in the QD. When the scheduler returns 

layer on each port. a buffer to the CPU at the tail of the linked list, then a 
Each queue is implemented as a simple FlFO queue. The decrement pulse is generated to decrease the value of queue 

queue collSists of a linked list of buffer descriptors. The size[ J. 
buffers could be eith_e~ pre-allocat~ or allocated when .the The Single pointer to the payload scheme defined in the 
cell arrives. The deCJSIOn as to which approach to take 1S a BFD does not support the boundary conditions when only 
function of the cell rate and the available CPU MIPS. 30 one buffer is attached to the QD with size> 1 and simulta-

The memory management address range p~f~rably ~p- neously the scheduler wants to read a cell while the VCD 
ports at least a 4 Mbyte total address range. This 1S suffi~~nt wants to write a cell to the same buffer. Thus, in this case the 
for up to 64K cells (ignoring data structures), .ProVIding scheduler preferably waits until the head of the queue 
flexibility for future enhancements. The emulation of the advances to the next buffer. 
large number of queues will be preferably implemen~ed with 35 

33.3.2.1.1 Queue Descriptor 
SRAM or pipelined burst mode ~~- These deVIces ~e One queue descriptor is preferably associated with each 
currently available at 32Kx32 whi~h IS .128K bytes. Igno:r:ng queue on the ABCU. This data structure provides the refer-
data structures, one of such deVIces 1S capable of stonng ence point for the linked list of buffers that implements the 
2000 cells. 

40 
simple FIFO queue. 

3.3.3.2.1 Memory Management Concept The name of QD name can be any of the queues (i.e. 
FlG. 7 shows a block ~a~am of the exemplary memory ingress_queue[OJ_p~rt[12] etc.). The encoding of this 

management performed W:lhinAECU card 22. ~G: 8 shows name may he the same as the encoding scheme used in the 
a block diagram of the log~ cal queue structure Within ABCU VCD. In excess of 280 queues may be active in every shelf. 
card 22. Each scheduler bas its own subset of queues that it services 

In a preferred embodiment, the switch fabric memory is 45 based on the provisioned scheduler process. 
managed by the software as linked lists. Two types of linked 
lists are simultaneously supported. The buffer size for each 
type of list is provisionable during system initialization. The 
names of the two lists are small_buf and large_buf. The 

QD_name[ ]bits, 
wordO 

supported buffer sizes are 1, 2, 4 or 8 cells per buffer: Due 50 
0 
... 

21 to the relatively slow rate of the bulk of the queues rn the 
system, small_buf should normally be provisioned at 1 cell 
size per buffer. Large_buf is probably provisioned for either 
4 or 8 cell size. The free list for both small_buf and 

22 •.. 27 

Function 

queue_head_phf 1 pointer to head BFD of 
queue list, 
qneue_limi!{ 1 
0 =no limit 

Iarge_buf is maintained by the software. When the bard- 5S 
28 

spare 

ware is finished with a buffer then, via a high performance 29 buL.present, when 1 - yes; when 0 - no 

IF queue_jimil[] > queue_size[] (6 MSB) 
then disable buffer attach at head of queue 

CPU interface, hardware retUfllS the buffer to the CPU. The 30 buf_type, when 1 -lmge, when 0- small_ 
CPU may elect to return the buffer to the either the same free 31 eo._queue, when 1 -enabled, when 0 -disabled 

list or the other free ~t. In addition t?e CPU may ke~p a QD_name[] bits, 
small pool of buffers m reserve. ObVIously the goal IS to 60 word 1 Function 

ensure that sufficient free list entries exist for both the ---------.----.---tail-. _FD_f ___ _ 
all buf and large buf linked lists. 0 ..• 21 queue-:taiLptr{ 1 pomter to B o sm _ - . . queue list, 
The MegaSIAM system consJSts of m excess of. 280 22 •.• 31 queue_size[ ], in bulfer gnmularity units 

queues, each of which bas a queue descriptor to proVIde a 
reference data structure for each queue. Each hardware 65 . • • • 

queue_descriptor is provisioned as to which free list to use. The queue:- are preferably srmple ~FO tmplemen~tiollS, 
When tbe hardware needs a buffer; it preferably goes to the as such, adding a cell to the queue 1S done at the tail, and 
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removing a cell from the queue is done at the bead of the 
queue. The queue may consist of multiple buffer descriptors 
chained together in a linked list. Thus. each buffer descriptor 
provides the pointer to the next buffer descriptor in the 
linked list. 

3.3.3.2.1.2 Buffer Descriptor Format 
The buffer descriptor (BFD) is the data structure that 

points to a buffer. The BFDs can be linked together to form 
a queue. 

BFD[ 1 bit, word 0 

0 ... 21 
22 .• • 28 
29 .•. 30 

31 

BFD[ 1 bit, word 

0 ... 21 

22 .•• 31 

Function 

buf_pll[ 1 ie. pointer to payload 
spare 
bnf__:;ize[ 1 
00=1cell 
01 = 2 cells 
02 = 4 cells 
03=8cells 
Next___BFD, 1 = yes, 0 = no (ie. last BFD) 
Note; when Next_BFD = 0 scheduler cannot 
access buffer 

Function 

BFD_ptr( 1 pointer to next BFD (direction 
from tail to head) 
spare 

42 
boundaries (6 low order bits are zero). Starting at the low 
order address, the _first 4 bytes are the ATM 4 byte header. 
The next 48 bytes contain the AIM payload. The HEC code 
bas been stripped out of the stream. It is the responsibility of 

5 the PHY layers on each ADSL line card 24 to recalculate and 
insert the HEC field at every egress port. 

Address (Hex) Description 

10 
00-03 A:rM header 

15 

04-33 A:rM 48 byte payload 
34-3F spare 

Multiple of these cell buffers can be grouped together to 
provide larger buffers. For example, when a four cell buffer 
is constructed, then 256 bytes are utilized in a linear address 
space. Four 64 byte fields, within this 256 byte address field, 
contain one cell each as mapped by the table defined above. 

20 In this embodiment, 12 bytes are wasted for each of the 64 
byte fields. 

25 

33.3.2.2 Queues 
The following subsections define the preferred embodi

ment queues for each of the port types. 

The following is an exemplary procedure for the hardware 
sequencer when adding a cell to a queue. Note: VCD 30 
provides queue address. 

The access system bandwidth resources are provisioned 
using a user definable scheme for the active VCI/VPI 
cbanne1s. Switching subsystem 100 provides traffic policing 
and PCR limit enforcement The ingress upstream rates are 
less than 2.048 Mbps. As such, the load that any one end 
point can inject is low. Traffic contract violations can thus be 
tolerated without greatly affecting the QoS of the remaining 
user population (a small amount of switching subsystem 100 
resources will be reserved for this case). Switching sub
system 100 can be oversubscribed in both the upstream and 

Do case add_function to queue; 
For the given QD_sddress. read BFD buLptr( 1 (indirect read 
f(x) of QD queue_head_pll:) 
Write cell lo BFD buLpll[ 1 location (bwst of 7x64 bit 
words) 
BFD buLpb[ 1 = BFD buLpb[ 1 + 1 cell slot 
If BFD buLpb[ 1 offset = buf.Jize[ 1 then 

end 

buffer is fuU 
I* add new BFD to head of list and update *I 

QD queue_head_pb[ 1 = new BFD location 
new BFD_ptr( 1 = old BFD location 

end 

35 downstream directions, however, the CAC process in the 
switch should be aware of the switching subsystem 
resources and bottlenecks when a new circuit is being 
provisioned. -

The queue behavior is preferably simple FIFO for the 
40 upstream and downstream paths. A scheduler determines 

which IDM upstream and Cell bus downstream queue to 
service. 

333.2.2.1 Drop Port Queues 

The following is an exemplary procedure for the hardware 
45 

sequencer when removing a cell from a queue. Note: VCD 
provides queue address. 

Drop port queues are the preferred egress queue structure 
for the ports (e.g., 120 ports) supported on switching sub
system 100. The CPU queue is preferably a logical queue 
only. In other words, one centralized CPU queue is shared 
across 120 ports. The encoded routing tag is used to differ
entiate the ports, since the CPU-generated cell traffic is not 

Do case remove_cell from queue; 
For the given QD_address, read BFD buLplr (indirect read 

f(x) of QD queue_laiLptr) 
Read cell from BFD buf_pb[ 1 location 
BFD buf_pb[ 1 = BFD buf pl.![ ]-1 cell slot 
If BFD buLplr = empty (f(x)l.SB bits = 0) then 

I* buffer is empty "'/ 

end 
end 

I* retum empty buffer to O'U by 
writing .. , 

pointer of retumed BFD to FlFO 
(readable by CPU) 

QD queue_tail_pb[ 1 =next BFD in 
linked list update new BFD with 
Next-BFD -0 

3.3.3.2.1.3 Cell Buffer Format 
The buffeiS on the ABCU card 22 are preferably managed 

as 64 byte entitie~ and are aligned with the natural address 

50 heavy. 

Priority 
Queue Name 0 =lowest Description 

55 Egress_queue_O 0 used for unpredictable step function 
streams. discard this stream when 
congested 

Egress_queue_l 1 used for traffic shaped predictable 
streams 

60 
O'U_queue 2 this queue is for the egress CPU cells 

3.3.3.2.2.2 Bypass Port Queues 
Bypass port queues are the preferred egress queue struc

ture for the daisy chained bypass port supported on switcb-
65 ing subsystem 100. The Bypass queue is a physical queue. 

The queues for this bypass port are descnbed in the follow
ing table. 
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Queue Name 

Bypa.ss_queue_O 

CPU_queue 

43 

Priority 
0 ~ lowest Description 

0 

1 

bypass unknown cells to next shelf, 
last she1£ monitor mis-inserted cell 
mte 
this queue is for the egress CPU 
cells 

3.3.3.2.2.3 Upstream Trunk Port Queues 
This is the preferred OC-3 port in the upstream direction. 

5 

44 
of such queues may be implemented to support up to 8 
remote PJM CPEs. The TDM network provides, for 
example, transport and cross connect for these 8 streams. 

Priority 
Queue Name 0 =lowest Description 

Egress_queue_O 0 

10 Egress_queue_1 

used for unpredictable step function 
streams, discard this stream when 
congested. 
used for traffic shaped predictable 
streams 

CPU_queue 2 this queue is for the egress CPU 
cells In the first shelf of the daisy chain, this is the port to the CO 

resident AJM switch U. The following two tables define the 
queue structures for a multiple ingress queue structure and 
a single ingress queue structure. 15 3.3.3.3 Registers 

Preferred configurations for the registers are defined in the 
following subsections. 

Priority 
Queue Name 0 =lowest Description 

Ingress_queue_O 0 general purpose queue for ingress 
streams 

Ingress_queue_l 1 general purpose queue for ingress 
streams 

Ingress_queueJ 2 general purpose queue for ingress 
streams 

Ingress_queue_3 3 geneml purpose queue for ingress 
streams 

lngress_queue_4 4 general purpose queue for ingress 
streams 

Ingress_queue_5 5 general purpose queue for ingress 
streams 

Ingress_queue_6 6 general purpose queue for ingress 
streams 

Ingress_ queue_? 7 general purpose queue for ingress 
streams 

Ingress_queue_8 8 general purpose queue for ingress 
streams 

Ingress_queue_9 9 general purpose queue for ingress 
streams 

Ingress_queue___A 10 general purpose queue for ingress 
streams 

lngress_queue_.B 11 general purpose queue for ingress 
streams 

Ingress_queue_C 12 general purpose queue for ingress 
streams 

lngress_queue_j) 13 geneml purpose queue for ingress 
streams 

Ingress_queue_E 14 general purpose queue for ingress 
streams 

lngress_queue_F 15 geneml purpose queue for ingress 
streams 

Bypass_ queue 16 furtheingress~yclminstrmm 
CPU_queue 17 for the ingress CPU cells 

Table for Release One queues; 

Priority 
Query Name 0 = lowest 

lngress_queue_O 0 

Bypa.ss_queue 1 
CPU_queue 2 

Description 

general purpose queue for ingress 
streams 
for the ingress daisy chain stream 
for the ingress CPU cells 

As shown, the CPU_queue gets the highest priority and 
the Bypass_queue gets second highest priority for both 
queue configurations. The CPU _queue carries a smaller 
number of cells; thus from the data path perspective the 
Bypass_queue has the highest priority. 

3.3.3.2.2.4 TSl Port Queues 
This queue is only active on the main shelf, which is the 

fust shelf in the daisy chain. The behavior of this queue is 
preferably identical to the per port drop queue. A total of 8 

3.33.3.1 EPD/PPD Control Registers 
In one embodiment, the EPD/PPD control registers for the 

20 centralized (TBD) number of discard logic blocks each have 
the following format: 

25 

30 

35 

40 

45 

EPD_cntl[]bits 

31 .. 24 

23 .. 19 

18 .. 16 

15 .. 14 

13 .. 10 
9 .. 0 

Function 

port__addr[]; 
encoded as per VCD 

queue_address[); 
encoded as per VCD 

pkt____timeoul{]; 
time-out for packet discard; 

0= 333 ms 
1 = 100 ms 
2=33.3 ms 
3 = 10 ms 
4=3.3. ms 
5=1.0 ms 

6 =0.33 ms 
7 = dissble time-out 

mode(]; discard mode; 
0- PPD, 
1-EPD, 
2- ceO 

3- reserved 
spare 

discar<LJength[] 
defines the number of cell/packets to 

discard 
0 = 1 packet or cells 
1 = 2 packets or cells 
2 = 3 packet or cells 
3 = 4 packets or cells 

4 to 1K = cells 

When in EPD mode, the "go" command causes the 
so hardware to search for an EOM cell from a given port that 

has the correct target queue primitive attached to it. Next, the 
hardware starts discarding COM cells through to the end of 
the packet. The hardware then decrements the packet discard 
counter and, if zero, sets the done flag. Otherwise, the 

55 hardware continues and repeats the process. The timer is 
enabled by the "go" command and cleared by any received 
cell from the given port that matches the EPD criteria 
programmed in the EPD-cntl[ ] register. 

When in PPD mode, the "go" command causes the 
hardware to search for a COM cell from a given porl that has 

60 the correct target queue primitive attached to it. The hard
ware discards this cell and subsequent cells through to the 
end of the packet as signaled by an EOM cell. The hardware 
then decrements the packet discard counter and, if zero, sets 
the done flag. Otherwise the hardware continues and repeats 

65 the process. The timer is enabled by the ''go" command and 
cleared by any received cell from the given port that matches 
the PPD criteria programmed in the EPD_cntl[ ] register. 
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In one embodiment, the total number of PPD/EPD logic 
blocks (64 TBD) may be shared among the ingress and 
egress ports. As needed, their logic blocks may be assigned 
to a port to discard one or more packet(s). 

EPD_Jatus[Jbits Function 

15 
14 
13..0 

done - 1 when done, 0 when in progress 
error - when 1 command failed due 1o time-out 
celLcnhiJ 
- total number of cells discarded for current 
command 

The hardware also may have, for example, an embedded 
28-bit register that is not readable by the software. This 
register is used to store the context of the VCI!VPI that is in 
the discard mode. 

In another embodiment, VC discard granularity may be 
used. This would permit discarding multiple VCs going to 
the same port. One approach is to use a sorted list that 
supports >64 concurrent discards. The list itself stores the 
VCs that are in the discard mode and a pointer to the register 
set that is assigned to this VC. Thus, if it is implemented in 
the VC pipeline, then a 1.0 us deadline permit a single 
discard engine for servicing the >64 discard events. With 
this approach, we may as well increase the limit to 256 
concurrent discards. 

3.3.3.3.2 Rate Adaptation Circuit Registers . 
The two bit values required for the rate control of the rate 

adaptation circuit for the 120 queues are mapped into eight 
32 bit registers; 

reg_pmt[7 . .0) 
bits 

30 .. 31 
28 .. 29 
26 •. 27 
24 .. 25 
22.23 
20 .. 21 
18 .. 19 
16 .. 17 
14 .. 15 
12.13 
10 .. 11 

8..9 
6 .. 7 
4 .. 5 
2.3 
0 .. 1 

3.3.3.3.3 Other Registers 

Associated slot 

16 + 16 x reg_port[x] 
15 + 16 x reg_port[xJ 
14 + 16 x reg_port[x] 
13 + 16 x reg_port[x] 
12 + 16 x reg_port[x] 
11 + 16 x reg._port[x] 
10 + 16 x reg_port[x] 

9 + 16 x reg_port[x] 
8 + 16 x reg__port[x] 
7 + 16 x reg_port[x] 
6 + 16 x reg_port[x] 
S + 16 x reg_port[x] 
4 + 16 x reg_port[x] 
3 + 16 x reg__port[x] 
2 + 16 x reg_port[x] 
1 + 16 x reg__port[x] 

Other registers include a scheduler cell counter register, a 
BFD-to-free-list FIFO, and others. 

3.4 Real Time Controls 
The deadline for real time controls are about two or three 

orders of magnitude greater than the per cell deadline. These 
controls may be implemented by a RISC CPU on the ABCU 
card 22. The CPU cooperates with the peer CPUs in other 
switching units 104 that may exist in a daisy chained 
configuration. 

46 
either a high priority or a low priority queue associated with 
each drop (or port). The ABCU card 22 is capable of up to 
120 sets or more of these dual priority queues. 

Each queue implements a real time buffer to attach to the 
s queue from the free list. Hardware preferably will perform 

the buffer attach, software will preferably manage the free 
list including the congestion states. In the downstream 
direction, two levels of congestion exist-congestion caused 
by the drop port and congestion of the overall switching 

10 subsystem 100 due to finite shared resources for tbe drops. 
The overall congestion state is primary a function of the free 
list size. The per drop congestion state is a function of the 
allocated resources to the two queues and the cbaracteristics 
of the cell streams. Naturally, more advanced procedures are 

15 possible. 
The software memory management function preferably 

manages in excess of 280 queues. As stated, the hardware 
acquires buffers from one of two free lists. However, in order 
to prevent one queue from consuming more than its fair 

20 share of buffer resources, the software provides safeguards 
to prevent one queue from consuming more that its fair share 
of system resources. For example, if the overall system is in 
the normal state (uncongested), then it is probably reason
able to permit a queue to use significant buffer resources. An 

25 upper limit could still be defined, but this upper limit could 
be lowered as the system declares the progressively higher 
congestion levels. When the system is in the LI congested 
state, then the gactive queues should tend to get proportion
ally the same amount of buffer resources. (i.e. a 6 Mbps port 

30 gets three times the buffers when compared to a 2 Mbps 
port). A queue that is limited to an upper bound and reaches 
that upper bound may not necessarily cause the system to 
increase its congestion state. However, N of these queues in 
this state may cause the system congestion state to increase 

35 one level. 
For a single queue configuration, the upstream is a single 

queue. The customers may elect to oversubscribe this 
upstream queue. In order to prevent significant interference 
between the upstream and downstream queues, preferably 

40 the downstream queues should utilize more than 50% of the 
buffer resources. It is preferable, when network traffic must 
be discarded, for the discarding to be at the network ingress, 
because a cell that bas made it through multiple switches to 
almost the final port has consumed expemive network 

45 resources. In an asymmetric environment, it may be prefer
able to let the downstream direction consume 90% of the 
buffer resources. Alternatively, some carrieiS will use this 
system for symmetric application, and in this case approxi
mately 75% of the buffer resources should preferably be 

so used for the downstream direction. 
An example congestion process could be: 

System Congestion 

55 
Level Level Intent Queue Size 

Level zero (LO) 

Level one (L1) 

Normal state 

Congestion 

2x to 4x the proportional queue 
size 
05x to 1x the proportional queue 
size (for no QoS guaranteed 
streams) 

The control loop may span a maximum distance of 30 Km 60 

or more, thus this limit is observed over the sequence of 
switching units 104. In this embodiment, the control loop 
bas significance for upstream :Oows only. 

- reoovered queues are gi.ven to 
the QoS guaranteed streams (i.e. 
high priority) 

3.4.1 Downstream Processes 
In the downstream direction, the cells are fanned out to 

their target switching units 104 via the VC descriptor lookup 
in each switching unit 104. The cells are enqueued into 

When the software computes a new congestion state, it 
65 preferably informs the hardware as to this new state. This 

may be implemented by registers. The hardware can then 
use the state to make real-time, cell-level decisions. For 
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example, CLP marking would be done during VCD pro
cessing before the cell gets enqueued. The real-time soft
ware task that computes the congestion state should do so 
while the state is still relevant. In other words, if the software 
is too slow, the real congestion state may be different then 5 
the declared state. Thus, the impact of the false congestion 
state may be negative. It could in some cases cause the 
system to oscillate. A rough guideline for the software 
computation of the congestion state can be calculated using 
the following approach: 

0 
Assume that a delta 5% change of buffer resources is the 

1 

maximum acceptable change. This number is small because 
carriers won't get the most out of anA1M system when its 
heavily loaded. An example of a heavily loaded system bas 
75% of its buffer resources consumed by the 280+ queues. 
Then, the 5% change could bring the system buffer occn- 15 

pancy to between 70 and 80%. If the consumed buffers are 
going up, then only 20% headroom remains; thus, the 
system should more aggressively perform packet level dis
cards to try to free up more buffers. The previously-stated 
5% goal would translate to 0.05x8000 cells=400 cells worth 20 

of buffer resources. Since each shelf has a maximum 1.0 ps 
ingress cell rate, this translates to 400 ps worst case deadline 
for declaring a new congestion state. It is also reasonable to 

48 
The EPD/PPD engines may still be performing packet level 
discards, but not at a fast enough rate for these queues. Thus, 
if a cell level discard is invoked, then the buffer attach to the 
queue does not occur. 

When a downstream queue reaches its occupancy limit, 
then preferably the cells going to the queue are discarded. In 
a multi-switching unit 104 configuration, each switching 
unit 104 may be at a different system level congestion state. 
The downstream direction bottleneck is the drop port. As 
such, each port may be at a different congestion state. Thus, 
the controlling software may compute the congestion state 
for each port or may manage the system wide traffic flows 
to ensure that each port gets its fair share of system buffer 
resources. Since each port only has two queues, the con
gestion state relationships can be fixed. In this embodiment, 
two types of congestion states exist: one for each port, and 
one for the system as a whole. Preferably, when the system 
enters a congestion state, it reduces the allocation of buffers 
to the lower priority queues in the system. (as shown earlier 
in a table). 

The congestion behavior for the two queue model is: 

Congestion level High priority queue Low priority queue 

assume that some cells are leaving the queues. If two cells Level zero (LD) 
arrive for each cell that is exiting the system to a port, then 25 Level one (L1) 

the software deadline can be relaxed to 800 ps. 

enqueue cells 
enqueue cells 

enqueue cells 
PPD/EPD with potential cell 
discards.f(x) of queue 
occupancy and graduated 
scale in L1 range. 

When the downstream direction is in the Ll congestion 
state, then a pool of PPD/EPD discard engines may be used 
to control the queue occupancy. If the L1 congestion state 
covers a 30% buffer occupancy range (e.g., from 70 to 100% 30 

buffer occupancy), then the goal for the discard process 
should be to operate around the middle of this range {e.g., 
85%) as long as the overload condition persists. The rate of 
discards is preferably a graduating scale from the 70 to 
100% queue occupancy range (i.e., a discard rate increasing 35 

with buffer occupancy). However, as a function of the 
system load, the software will periodically adjust this gradu
ating scale; otherwise it would tend not to remain in the 
middle of this range. The deadline for this adjustment is 
about 2 to 3 times longer then the deadline for the congestion 40 

state declaration, or about 2 ms. The controlling software 
drives these discard engines to fairly discard the active low 
priority queues in the system. The discards should be 
proportional to the rate that each virtual circuit is provi
sioned for. If. however, some VCs have guaranteed mini- 45 

mum throughput, then the VC accounting hardware should 
prevent discards for these VCs until after their minimum 
throughput is enqueued. The EPD/PPD discard engines can 
be assigned to a queue, but if the engine does not find a 
candidate AAl5 packet to discard, then the queue may so 
revert to cell level discard for the ingress cells. 

The software can also read a register associated with each 
scheduler that provides the number of cells that this sched
uler has sent to its port since the last time the register was 
read. This is an indication of the aggregate cell rate through ss 
the queue. The controlling software can use this data to 
decide which queue to target for EPD/PPD discards. Some 
VCs or queues may offer only marginal loads to the system. 
If these loads are low relative to the maximum, then these 
queues are entitled to less aggressive discards or not to be 60 

elevated to discard status until the system gets into high end 

Switching subsystem 100 supports both VP and VC 
connections. The EPD/PPD discard strategy is preferably 
used when the streams are encoded using AAl5 or a similar 
scheme. Otherwise, the system preferably performs cell 
level discards only when that stream exceeds its permitted 
rate. The VP connections consists of unknown VCs and 
provide a statistically multiplexed traffic stream that remains 
within some bandwidth limit. Thus, it is reasonable. to 
discard cells if the VP stream exceeds these limits. In the VC 
case, on a per VC basis, the system may be provisioned with 
the AALx attnbute when the PVC connection is established. 
Therefore, only the AAI5 {or similar) encoded streams are 
candidates for the EPD and PPD discard strategy. Other VC 
streams are preferably managed with cell-level discards. 
Therefore, the controlling software programs cell-level dis
cards into the VCD for the streams that cannot be controlled 
with the EPD/PPD discard approach. 

The process of mapping cells over the shared downstream 
cell bus may be implemented with a provisioned rate adap
tation procedure. Feedback over the IDM bus providing the 
mechanism to keep the small FIFO on the ADSL line card 
24 from overflowing or underflowing. 

Preferably, each switching unit 104 on its own initiative, 
implements the congestion policies, thus each shelf may be 
at a different congestion level. If sufficient buffer resources 
are allocated to the downstream path, then interference 
generated by the upstream path consuming buffer resources 
can be minimal. 

The slave switching units are generally required to par
ticipate in generating a feedback status cell that is sent to the 
master shelf. This cell contains the congestion state and the 
free list size for the downstream direction. 

3.4.1.1. Control Cell Format 
of the Ll range say 90-95%. Thus, not only could the 
discard rate be graduated through the range but also the 
discard population (i.e., candidate queues & VCs) could 
increase towards the high end of the range. 

Two types of control cells exist in this embodiment: one 
initiated by the first switching unit 104a (control cell) and 
sent to the other daisy chained switching units 104; and 

65 another generated by the slave switching units 104 (status 
Some queues may reach their cell occupancy limit and, in 

this case, these queues would enter the cell discard mode. 
feedback cell) and terminated on the first switching unit 
104a. 
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A master generated downstream control cell may be 
mapped into an exemplary OAM format as shown in the 
following table: 

Octet Function 

1 . .5 standard J«'M header 
6 -4 bits OAM type 

-4 bits Function type 
1 .. 8 Control command word. 

- contain length of control cycle in cell limes 
etc. 

9 .. 24 credit_cnU£7 .. 0] 
B words of 16 bits contain the credit allowance 
for each of the 8 daisy chained shelves. 
octets #9 & 10 are for the fust subordinate shelf 
etc. 
octets #23 & 24 is for the last shelf 

25 .. 46 spare 
47-48 - 6 bits reserved 

- 10 bits for CRC-10 

exemplary credit_cnt1(7 ... 0] format: 

Bit Function 

0 .. 9 number of cell granularity credits granted by 
master shelf 

10 .. 15 reserved for future use; 

3.4.2 Upstream Processes 

50 
word, recalculates the CRC-10, and then sends the control 
cell to the next switching unit 104. 1bis hardware process 
shall preferably be completed within two cell time intervals. 
The software preferably only writes the 16 bit feedback 

5 word at the control interval rate (e.g., for the 128 cell interval 
this is about 350 us). 

The last switching unit 104n monitors the status of the 
bypass queue for entry into the status feedback cell. This 
data will be used by the fitst switching unit 104a to deter-

to mine if excess cell slot grants are to be issued to the 
switching units 104. This may occur when switching units 
104 are not using the upstream cell slots. Thus, switching 
subsystem 100 can take advantage of these unused cell slots. 

3.4.2.1 Status Feedback Cell Format 
An exemplary slave generated status feedback mapped 

15 into standard OAM format is shown in the following table. 

Octet Function 

20 
1 .. 5 standard ATM header 
6 - 4 bits OAM type 

- 4 bits Function type 
7 .. 22 shelfJtatus[7 .. 0] 

8 words of 16 bits contain the status for each of 
the 8 daisy chained shelves. 
octets #7 & 8 are for the first subordinate shelf 

25 etc. 
octets #21 & 22 for the last shelf 

23.44 spare 
45 .. 46 Number of cells in upstream bypass queue of last 

Release 1\vo shelf 
47 .• 48 - 6 bit reserved 

30 The :litst switching unit 104a runs a process that computes 
the congestion state as a proxy for the other switching units 
104. The fitst switching unit U:t4a preferably operates on a 
fixed control period, which, for example, may be 128 cell 
time intervals on an OC-3c link, of about 350 us. During this 
time, the fiist switching unit 104a computes the credits for 35 

- 10 bits for CRC-10 

exemplary shelf_status[7 ... 0] format: 

Bit Function 
each slave switching unit 104. The sum of the credits will be ---------. -------------
128, including the ~edits for. the first switchin~ ~t 104_a. o .. 

9 !:s-!~~ft configumble i.e. 4 cells per unit 
When the congestion state 1S LO, then the swttchmg umts 10 .. 11 cony_state[) - for lowest priority group of 

104 are granted credits such that the queue occupancy stays queues; 

near zero. Since the bursty nature of the ingress traffic is 40 o- level 0, 

ed. bl · · · · bin · 1 - Ievell unpr tela e, at any mstance m time any one SWitc g umt 2 = 1 el i 
104 may be getting more credits than another switching unit 3 = 1:~el 3: 
104. Preferably, while the system as a whole is in the LO 12..13 congJtate[j - for 2nd to lowest priority group 

state, the process permits large bursts from any switching of queues; 

unit 104. The credits are preferably modulated in a manner 45 ~ : ~ev:: ~· 
such that the switching units 104 get enough credits to empty 2 = 1::C1 2: 
their queues. The fiist switching unit 104a may monitor the 3 = level 3, 
free list feedback control word to minimize the poosibility 14 .. 15 cony_state[) - for 3rd to lowest priority group 

that a switching unit 104 is given credits that it does not need 0

0f _que
1 

uesl •0· -eve , 
and would not use. 50 1 = Ievell, 

The congestion state of a switching subsystem 100 (or a 2 = level 2, 
switching unit 104) may span multiple classes of service. As 3 = level 3, 

such, the lowest priority class of service may be in one 
congestion state (for example UBR at L3), while the next 
class of service is at a lower congestion state (for example ss 
VBR at L2). This may typically occur in the upstream 
direction. 

35 Hop by Hop Controls 
The first switching unit 104a or last switching unit 104n 

in the daisy chain may be used to terminate F4 segment 
OAM flows. 

Upon receiving the credits, each slave switching unit 104 
starts to launch cells into the upstream OC-3c link until its 
credits are exhausted. The slave switching unit 104 then 
remains inactive until the next downstream control cell 
grants more credits. During the inactive state, the PHY 
device will insert idle cells into the OC-3c when necessary. 

The slave generated control cell is initiated in the last 
switching unit 104n, excluding the fields of the intermediate 
switching units 104i, which are l's. Hardware in the inter
mediate switching units 104i ORs in its 16 bit feedback 

3.6 End-to-End Propagation Delay Controls 
Preferably, CPE equipment used with switching sub-

60 systems 100 will support EFQ 1low control. 
3.6.1 CAC Procedure 
Switching subsystem 100 preferably is a PVC AlM 

system. Static provisioning of switching subsystem 100 be 
done via the operator console or via remote schemes as 

65 supported by a digital loop carrier. The network operator 
may gather statistics from the system and utilize this data to 
determine whether nor not to admit a new PVC connection. 
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In the event SVC capabilities are available in the 3.9 CPU cell handler 
CO-resident A1M switch 12, then the CAC process running The CPU software/hardware interface can provide the 
in that switch could provision SVC circuits that are tunneled ability to inject and remove cells from any link. The hard-
through switching subsystem 100. The CAC process should, ~are p~vid?S the primitives to detect, f?r exam~le, eig~t 
however, be aware of the switching subsystem 100 resources s VIrtual ~CUlt addresses ~or the ~II re~IVe function. This 
when attempting to determine how much to oversubscribe a can ?e unplemented With 32 b1t re~te.rs and . a n;task 
given port. The CAC process may act on behalf of the LNI fun::tiOn for each of the 8 addresses. Th~ will permit umque 
ports resident within the access network. This is sometimes or lmear r<L?ge VCI/VPI address detection or Payload Type 
called a virtual LN1 interface. (P'I) detection. Some well known cell VCIJVPI values are: 

The CAC function resident in the ATM switch 12 pref- 1o VC address is 1 (for UNI IIF) meta-signaling; 
erably implements the process utilizing a switching sub- VC address is 3 (for UNI IfF) for segment F4 OAM cell 
system 100 multiplexer data base. The knowledge of the Hows (segment VP flow); 
system and PHY bandwidth attributes in switching system VC address is 4 (for UNI I!F) for segment F4 OAM cell 
100 is supplied to the CAC process in order for it to Hows (end to end VP :flow) Not needed in MegaSLAM 
determine if the QoS of the connections can be maintained. 15 but is required in CPE; 
(e.g., when a new connection is being admitted). VC address is 5 for default signaling channel (and VP=O); 

When implementing CAC-based oversubscription, a and VC address is 16 for default ILMI channel. 
policing function in switching subsystem 100 is probably The 8 circuits can operate in parallel and cells may be 
needed to deal with the non-conforming streams. Switching subjected to the match test to determine whether or not the 
subsystem 100 should (via the NMS) disconnect these 20 cell should be stripped out of the stream. Preferably, this 
sources. This procedure may take a few minutes, and in the function is required for composite ingress streams on the 
mean time the QoS of the conforming users should not be ABCU card 22. In the case of the ingress stream from PHY 
degraded. In the event the network administrator decides on ports, a routing tag is appended to the cell to identify the port 
a different network policy, which may be acceptable depend- the cell came from. Each of the addresses supported by the 
ing on the traffic statistics, then other procedures could be 25 MegaSLAM are preferably progranimed to support any 
implemented. combination of 32 bits. For example, .five of these registers 

Embodiments of switching subsystem 100 may provide could be provisioned for the .five VC addresses listed herein, 
SVC and CAC capabilities. In one embodimen~ the policing leaving three unused registers, which, for example, could be 
function will be included, but may be used to aid in used for a peer-to-peer link communication protocol or vee 
discarding traffic non-conformant stream. The virtual circuit 30 F5 OAM :flows. 
itself will remain active. One of the circuits preferably provides an additional 

3.7 End-to-End Round Trip Delay Controls feature to evaluate the content of an OAM cell. type and 
As mentioned, some switching subsystem 100 embodi- function (TBD) .field and, based on the content of these 

ments are PVC-provisioned systems. Some embodiments fields, forward the cell to the daisy chained link. At the same 
include the Q.2931 signaling stack and the connection 35 time, this circuit can forward the same cell to the local CPU. 
admission control (CAC) process for SVC automatic con- This feature provides a point-to-multipoint connection over 
trois. the daisy chained links. This is useful for the control cells 

3.8 Statistics that are being exchanged between switching units 104. 
3.9.1 F4 and F5 OAM Cell Flows 
Switching subsystem 100 is preferably considered a 

single network segment. Segment flows are terminated only 
in the last switching unit 104n. Switching subsystem 100 
will generate and terminate F4 OAM cell flows. Hardware 
VCI!VPI address mapping function will strip these OAM 

Switching subsystem 100 preferably gathers the required 
PHY layer and JU'M layer statistics for the two layers. In 40 

addition, local system specific statistics will be gathered 
such as statistics for the following events: queue trigger 
levels, queue occupancy events, cell level discard events, 
cell mis-inserted events, and events that relate to the accu
racy of the fairness process. Switching subsystem 100 can 
provide JU'M switching functions such as cell routing such 
that cell mis-inserted events will be logged by the system. 
The mis-inserted cells will be discarded. Switching sub
system 100 also logs physical layer events such as HEC 
CRC errors, OAM CRC errors, and loss of cell delineation. 

45 cells out of the cell stream and pass them to the local CPU. 

Switching subsystem 100 may gather and report the 
statistics at periodic intervals as required by the PHY or at 
other intervals. An embedded statistic accumulation func
tions may be implemented to save the results in non-volatile 
memory (serial EPROM or EEPROM). This might include 
aggregate cell counts per unit time and queue occupancy 
statjstics (e.g., congestion event counts and cell loss counts). 

The system design provides large centralized per port 
egress queues and small queues for the rate adaptation 
function between the various interface line rates. Within 
generous cell clumping time domain bounds, switching 
subsystem 100 demultiplexing process is deterministic, 
therefore cells are extremely unlikely to be lost as a result of 
this process. If, however, this event occurs, it will be logged. 

The hardware also checks the CRC-10 and provide CRC_ 
indication to the CPU. A hardware interface primitive 
Enable_F4_:fiows preferably performs the following func
tion: when true, the hardware strips F4 .flows out of the cell 

so stream. The CPU cell TX_Fifo can, under software control, 
at any time queue a cell for transmission on any outbound 
composite link (or bus), therefore no primitive is needed to 
support sending F4 OAM cells. 

An injection FIFO is provided for each of the composite 
55 egress streams on theABCU card 22. This FIFO provides at 

least double buffering for two cells that can be injected into 
a composite stream. This FIFO takes priority over other 
streams. A software scheduler controls the rate of CPU 
injected cells. The CPU software will provide the drivers 

60 required to service these cell streams. 
The system does not interfere with the in band F5 flows. 

The F5 flows will transparently pass through the switching 
subsystem 100. They are expected to be terminated in the 
CPE device. 

In the upstream direction, congestion trigger levels may be 65 

logged by the system. A history .file preferably will reside 
within the available non-volatile memory. 

ln embodiments where the CPE does not support some of 
the OAM :flows, VC or VP OAM flows may be generated as 
a proxy for the CPE as a provisioning option. 
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3.10 Performance Monitoring and Fault localization 
Switching subsystem 100 preferably provides both tradi

tional physical layer procedures and AIM cell layer proce
duces. In some cases. both procedures may not be required 
and a simpler, more cost effective solution results. 

Loopbacks may be provided for the full payload (PHY 
level), the virtual path payload, and maybe the virtual circuit 
payload. In addition, it may make sense to inject a small 
amount of overhead into the stream to do a continuous 
performance monitoring function. This overhead in the cell 
domain could be looped back at the CPE. 

3.10.1 A1M Cell level Procedures 
Switching subsystem 100 provides A1M performance 

monitoring procedures at external interfaces and the con
nection between the ABCU card 22 and the daisy chained 
ABCU card 22. For the drops, it is performed by the drop 
PHY and for the ABCU card 22 interfaces. The following 
parameters, for example, may be measured: 

CER, cell error ratio 
CLR, cell loss ratio 
CMR, cell miss-inserted rate 
SECBR, severely errored cell block ratio 
Number of cells with parity error on transmit 
Number of discard cells due to double HEC error 
Number of corrected single HEC error Cells 
OAM cells with CRC-10 error 

C. FUNCTIONAL OPERATION 

54 
carries XI'M cells downstream from XfM switch 1110 to 
primary channel bank 1102. Primary channel bank 1102 also 
communicates with AJM switch 1110 by means of commu
nication line 1116 which carries cells upstream from primary 

5 channel bank 1102 to AlM switch 1ll0. In the preferred 
embodiment, communication lines ll14 and 1116 are fiber 
optic cables capable of carrying data at a standard OC-3 data 
rate. 

Primary channel bank 1102 comprises a controller 1118 

10 referred to as an ATM bank controller unit (ABCU) and a 
plurality of subscnber interface cards 1120 referred to as 
asymmetric digital subscnber line (ADSL) cards. Controller 
1118 transmits cells downstream to subscriber interface 
cards 1120 on a shared high speed cell bus 1126. Subscnber 
interface cards 1120, 1122 and 1124 transmit cells upstream 

15 to controller 1ll8 via serial bus interface (SBI) lines 1128, 
1130, and 1132, respectively. 

Controller 1118 sends cells downstream to intermediate 
channel bank 1104 via communication line 1134, and 
receives cells traveling upstream via communication line 

20 
1136. Communication lines 1134 and 1136,like lines 1114 
and 1116, are preferably fiber optic cables capable of car
rying data at the standard OC-3 data rate. 

Downstream intermediate channel banks 1104 and termi-
25 nating channel bank 1106 are similar in structure to primary 

channel bank 1102, each having a controller 1138 and 1140, 
respectively, and a plurality of subscriber interface cards 
1120. Some differences in functionality among the channel 
banks will become apparent from the description to follow. 

FIGS. 9-14 provide functional operation perspective of 30 Intermediate channel bank 1104 may be directly coupled 
switching subsystem 1100. Referring to FIG. 9, a distnbuted to terminating channel bank 1106 by communication lines 
telecommunications switching subsystem 1100 is shown. 1142 and 1144. Alternatively, one or more channel banks 
Switching subsystem 1100 comprises a plurality of switch- may be situated between intermediate channel bank 1104 
ing units 1102,1104, and 1106, referred to as channel banks. and terminating channel bank 1106 in a "daisy chain" 
Each channel bank provides data and/or voice communica- 35 arrangement, with each channel bank being connected to the 
tion services to a plurality of customer premises equipment previous one by communication lines, as shown. Switching 
(CPE) units 1108. A primary channel bank 1102 communi- subsystem 1100 preferably comprises up to nine channel 
cates with a data packet switch 1110, such as an asynchro- banks. Regardless of the number of channel banks in switch-
nous transfer mode (ATM) switch 1110, which in tucn ing subsystem 1100, terminating channel bank 1106 is the 
communicates with a telecommunications network lll2. 40 last channel bank in the chain. 
XfM switch 1110 may, for example, be located at a tele- Each channel bank 1102, 1104, 1106 may include up to 60 
phone company central office one or more intermediate subscriber interface cards 1120, with each subscnber inter-
channel banks 1104 may be positioned between primary face card 1120 communicating with up to four separate CPE 
channel bank 1102 and a terminating channel bank 1106. units 1108. The communication with CPE units 1108 is 

In the preferred embodiment descnbed herein, the pri- 45 asymmetric, with an exemplary data rate of six million bits 
mary function of switching subsystem 1100 is to route data per second (6 Mbps) supplied to the customer and 640 Kbps 
packets in the well known AIM cell format from AlM received from the customer. The type of service provided to 
switch 1110 to individual CPE units 1108 and to carry A1M the customer may be plain old telephone service (POTS), 
cells from CPE units 1108 to AlM switch 1110. Together, data service, or any other telecommunications service, and 
AlM switch 1110 and switching subsystem 1100 provide 50 may or may not include a minimum cell rate (MCR) 
communication paths between CPE units l108 and one or guaranteed for the customer's upstream data communica-
more destinations in telecommunications network lll2. It lions. 
will be understood that the distnbuted telecommunications Generally, switching subsystem 1100 will be oversub-
switching subsystem and method described herein may also scnbed in the upstream direction, meaning tbat the cumu-
be employed to route digital or analog information encoded 55 lative peak cell rate (PCR) which may be transmitted by the 
in other formats, such as Transmission Control ProtocoV customers exceeds the maximum rate at which switching 
Internet Protocol data packets. subsystem 1100 may transmit cells to ATM switch 1110. 

In the following discussion, ATM cells being sent from Control methods that allow switching subsystem 1100 to 
AJM switch 1110 through switching units 1102, 1104, and provide adequate service to oversubscribed customers will 
1106 to CPE units 1108~ or any other destination in switch- 60 be.discussed more fully below. 
ing subsystem 1100, will be referred to as traveling in the Referring to FIG. 10, a functional block diagram of an 
downstream direction. Any cells sent from CPE units 1108 upstream controller 1150 in accordance with the invention is 
through switching units 1102~ 1104,and 1106toATMswitch shown. Controller 1150 may be implemented in switching 
1110 will be referred to as traveling in the upstream direc- subsystem 1100 as controller 1118 or 1138, or as a controller 
tion. 65 for another intermediate channel bank situated between 

Primary channel bank 1102 communicates witb JUM intermediate channel bank 1104 and terminating channel 
switch 1110 by means of communication line 1114 which bank 1106. 
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Controller 1150 receives cells traveling downstream from one or more cells, transmitting the cells to a fiber optic 
ArM switch 1110 or another controller in an upstream coupler 1202 which converts the data signals to optical 
channel bank via fiber optic cable 1152 and send cells signals for transmission over fiber optic cable 1154. 
upstream from a downstream channel bank via fiber optic In operation, controller 1150 receives downstream A1M 
cable 1154. Controller 1150 sends cells downstream to 5 cells from an upstream channel bank or ArM switch 1110 on 
another channel bank via fiber optic cable 1156 and receives fiber optic cable 1152. Processor 1178 compares the address 
cells upstream from a downstream channel bank via fiber portion of a received cell to the list of addresses stored in 
optic cable 1158. address storage system 1176. If a match is found, then switch 

Controller 1150 transmits appropriate cells downstream to 1180 transmits the cell to the subscriber interface cards 1120 
subscnber interface cards 1120 on a shared high speed cell 10 associated with controller 1150 on shared high speed cell 
bus 1160. When a large number of subscriber interface cards bus 1160. 
1120 are serviced by controller 1150, high speed cell bus All of the subscriber interface cards 1120 associated with 
1160 may comprise a plurality of separate lines, each controller 1150 check the address of the transmitted cell 
carrying the same high speed signal to a separate set of carried over high speed cell bus 1160 and compare it to their 
subscnber interface cards 1120. For example, in a configu- 15 internal address lists. Only the subscriber interface card 
ration with 60 subscnber interface cards being serviced by 1120 servicing the CPE unit 1108 to which the cell is 
controller 1150, high speed cell bus 1160 may comprise addressed reacts to receipt of the cell. All other subscnber 
three separate lines, each connected to 20 subscriber inter- interface cards ignore the cell. 
face cards 112~, but each carrying cells addressed to all of Returning to controller 1150, if the address of the cell did 
the subscnber mterface cards 1120. 20 not match any of the addresses stored in address storage 

Each subscnber interface card 1120 sends cells upstream system 1176, then processor 1178 rompares the address of 
to controller 1150 via a separate subscnber bus interface line the cell to a processor address to determine whether the cell 
1162, 1164, or 1166. In addition to carrying ~ traffic, is a control ceH addressed to processor 1178. If the address 
subscnber bus interface lines 1162, 1164, and 1166 may also matches the processor address, then the rontrol cell is 
carry telephone traffic from POTS subscribets. In that case, 25 processed by processor 1178 in a manner to be descnbed 
the POTS traffic may be separated out from the ATM traffic below. 
and processed by other equipment not shown. This separa- If the cell address does not match any address for con-
lion _occurs before the processin~ of_ATM cells descnbed troller 1150, then the cell is sent by switch 1180 to a bypass 
herem. The_ downstream commumcation of PO~ traffic to queue 1186. When bypass queue 1186 receives a cell, it 
subscnber mterface cards 1120 may occur on lines other 30 sends a ready signal to scheduler 1190 which roordinates 
than high speed cell bus 1160. transmissions over fiber optic cable 1156 to a next down-

Buffers 1168, 1170 and 1172 receive ATM signals on stream channel bank. When scheduler 1190 sends a transmit 

~ ~ 

subscriber bus interface lines 1162, 1164 and 1166, signal to bypass queue 1186, the cell is transmitted to -
respectively, and store the received data until one or more coupler 1192 and onto fiber optic cable 1156. 
con::piete cells _are _received. The cells are ~hen P~ on to 

35 
Processor 1178 may also generate control cells for trans-

an mternal sWitching controller 1174, which compnses an mission to downstream channel banks as will be described 
address storage system 1176, a processor 1178, and a switch more fully below. When processor ll78 generates such a 
1180. cell, the cell is passed by switch 1180 to CPU queue 1188, 

Address storage system 1176 stores a list of addresses 40 which transmits a ready signal to scheduler 1190. Scheduler 
corresponding to the CPE units 1108 serviced by rontroller 1190 preferably controls both bypass queue 1186 and CPU 
1150. In the preferred embodiment, each address identifies a queue 1188 to ensure that CPU queue 1188 receives higher 
virtual path and virtual circuit for a CPE unit 1108 in an priority than bypass queue 1186. This priority scheme may 
addressing format well known to those skilled in the art of be implemented in a variety of ways. For example, bypass 
ATM communications. However, it will be appreciated that 45 queue 1186 may be allowed to dequeue a cell only when 
other addressing systems, such as Internet Protocol CPU queue 1188 is empty. Because the frequency of control 
addressing, may be used to identify cell destinations both cells is low, this priority scheme does not significantly 
within and outside switching subsystem 1100. impede downstream traffic. 

Incoming signals on fiber optic cables 1152 and 1158 are It will be appreciated by those skilled in the art that the 
converted to electrical signals by fiber optic couplers 1182 so downstream cell switching process executed by rontroller 
and 1184, respectively. The converted signals are transmit- 1150 differs from that of a telecommunications switching 
ted to internal switching controller 1174. system arranged in a tree structure. Rather than storing 

Internal switching controller 1174 transmits cells down- addresses for all customers located downstream of rontroller 
stream to a downstream channel bank via fiber optic cable 1150, address storage system 1176 only stores addresses 
1156. To accomplish this, cells are transmitted to a plurality 55 corresponding to the customers directly serviced by rontrol-
of first in first out (FIFO) buffers or queues 1186 and 1188 ler 1150. Any cell having an unrecognized address is passed 
controlled by a scheduler 1190. When triggered by scheduler downstream to another controller for processing. This 
1190, each queue 1186 or 1188 dequeues one or more cells, allows for a smaller address storage system 1176 and faster 
transmitting the cells to a fiber optic coupler 1192 which address processing in controller 1150. 
converts the data signals to optical signals for transmission 60 In the upstream direction, controller 1150 receives A1M 
over fiber optic cable 1156. cells from downstream channel banks on fiber optic cable 

Likewise, internal switching controller 1174 transmits 1158. Processor 1178 compares the address portion of a 
cells upstream to an upstream channel bank or ArM switch received cell to its own address to determine whether the cell 
1110 via fiber optic cable 1154. To accomplish this, cells are is a control cell addressed to processor 1178. If the address 
transmitted to a plurality of FIFO queues 1194, 1196 and 65 matches- the processor address, then the control cell is 
1198 controlled by a scheduler 1200. When triggered by processed by processor 1178 in a manner to be described 
scheduler 1200, each queue 1194, 1196, or 1198 dequeues below. 
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If the cell address does not match the processor address, 
then the cell is sent by switch 1180 to a bypass queue 1194. 
When bypass queue 1194 receives a cell, it sends a ready 
signal to scheduler 1200, which coordinates transmissions 
over fiber optic cable 1154. When scheduler 1200 sends a s 
transmit signal to bypass queue 1194, the cell is transmitted 
to coupler 1202 and onto fiber optic cable 1154. 

If controller 1150 is implemented in a downstream chan
nel bank, i.e. a channel bank other than primary channel 
bank 1102, then processor 1178 may also generate control 10 

cells for transmission to upstream channel banks, as will be 
descnbed more fully below. When processor 1178 generates 
such a cell, the cell is passed by switch 1180 to a CPU queue 
1196, which transmits a ready signal to scheduler 1200. 
When scheduler 1200 sends a transmit signal to CPU queue 15 

1196, the control cell is transmitted to coupler 1202 and on 
to fiber optic cable 1154. 

Cells are received from the local CPE units 1108 serviced 
by controller 1150 on subscnber bus interface lines 1162, 
1164, and 1166. As previously noted, controller 1150 may 20 

receive cells from up to 60 subscnber bus interface lines. 
Processor 1178 checks the address portion of each cell to 
determine whether the cell is addressed to processor 1178 
itself or to a valid upstream destination. 

The subscnber interface cards 1120 controlled by con- 25 

troller 1150 may, for example, send status feedback cells to 
processor 1178 indicating whether traffic congestion is 
occurring in the subscnber interface cards 1120. Processor 
1178 processes these status feedback cells accordingly. 

Other cells addressed to valid upstream destinations are 
30 

transmitted by switch 1180 to ingress queue 1198. Scheduler 
1200 controls bypass queue 1194, CPU queue 1196, and 
ingress queue 1198 to implement a selected priority scheme. 
In the preferred embodiment, CPU queue 1196 receives the 

35 
highest priority, bypass queue 1194 receives the next 
priority, and ingress queue 1198 receives the lowest priority. 
As with scheduler 1190, this priority scheme may be imple
mented in a variety of ways. For example, ingress queue 
1198 may be allowed to dequeue a cell only when CPU 

40 
queue 1196 and bypass queue 1104 are both empty. Because 
the frequency of control cells is low, this priority scheme 
does not significantly impede upstream traffic. 

In an alternative embodiment of controller 1150, ingress 
queue 1198 actually comprises 16 separate ingress queues, 45 
as shown in FIG. 11. Each ingress queue 1198a-1198p is 
assigned a separate priority. As in the previous embodiment, 
a priority scheme is enforced by scheduler 1200. 

The priority scheme allows each queue to provide differ
ent classes of service to customers. For example, each so 
ingress queue may receive cells belonging to one of the 
well-known 1UM cell traffic classes, as illustrated in FIG. 
11. In this example, ingress queues 1198a through 1198h are 
spare queues, ingress queue 1198i receives unspecified bit 
rate (UBR) traffic with fair performance, ingress queue ss 
1198j receives UBR traffic with good performance, ingress 
queues 1198k, 11981 and 1198m receive variable bit rate 
(VBR) traffic with guaranteed minimum cell rates of 64 
Kbps, 128 Kbps and 256 .Kbps, respectively,. ingress queue 
1198n receives VBR traffic with guaranteed 100% cell 60 

throughput, ingress queue 1198o receives real-time variable 
bit rate (VBR) traffic, and ingress queue 1198p receives 
constant bit rate (CER) traffic. 

In this embodiment, internal switching controller 1174 
assigns cells to different ingress queues according to the 65 

origin of each cell. Customers serviced by switching sub
system 1100 select in advance a dass of service they would 

58 
like to receive, with higher priority traffic classes and 
guaranteed minimum throughputs being more expensive 
than low priority and/or oversubscribed service. Each cus
tomers cells are then sent by internal switching controller 
1174 to the appropriate ingress queue 1198a through 1198p. 

Scheduler 1200 and processor 1178 are programmed to 
dequeue upstream queues 1194, 1196 and 1198 according to 
a predetermined priority scheme. The optimal priority 
scheme to implement depends on a number of situation
specific factors, such as the number of ingress queues, the 
classes of service offered, the oversubscription ratio, and 
predicted traffic load statistics. However, certain guidelines 
must be followed. For example, ingress queue 1198k must 
be allowed to dequeue cells often enough to achieve the 
minimum throughput of 64 Kbps. 

The priority scheme implemented by scheduler 1200 and 
processor 1178 may vary with the level of traffic congestion 
in controller 1150. For example, any ingress queues 1198a 
through 1198p that are not empty may be dequeued in a 
round robin fashion unless the traffic congestion in control
ler 1150 reaches a threshold level, at which point the 
minimum cell rate guarantees for some ingress queues 
require a preferential dequeu.ing process to be implemented. 

It will be appreciated that the various elements of con
troller 1150, excluding fiber optic couplers 1182, 1184,1192, 
and 1202, generally perform data storage and signal pro
cessing functions, and may therefore be implemented as 
hardware, firmware, software, or some combination thereof. 

Referring to FIG. 12, a functional block diagram of 
controller 1140 is shown. Controller 1140 is similar in 
structure to controller 1150 descnbed above in connection 
with FIG. 10. However, because controller 1140 controls 
terminating channel bank 1106 in switching subsystem 
1100, controller 1140 does not receive or transmit cells to 
any downstream channel banks. For the purposes of this 
description only, it will be assumed that switching sub
system 1100 comprises only three channel banks and that 
controller 1140 therefore communicates directly with con
troller 1138. 

Signals traveling downstream on fiber optic cable 1142 
are converted to electrical signals by fiber optic coupler 
1204. The converted signals are transmitted to internal 
switching controller 1206. 

Internal switching controller 1206 transmits cells to con
troller 1138 via fiber optic cable 1144. To accomplish this, 
cells are transmitted to a plurality of FIFO queues 1220 and 
1222 controlled by a scheduler 1224. When triggered by 
scheduler 1224, each queue 1220 or 1222 dequeues one or 
more cells, transmitting the cells to a fiber optic coupler 
1226 which converts the data signals to optical signals for 
transmission over fiber optic cable 1144. 

For downstream operation, controller 1140 receives KIM 
cells from upstream channel bank 1104 on fiber optic cable 
1142. A processor 1208 of internal switching controller 1206 
compares the address portion of a received cell to the list of 
addresses stored in address storage system 1210. If a match 
is found, then a switch 1212 transmits the cells to the 
subscnber interface cards 1120 associated with controller 
1140 on shared high speed cell bus 1214. 

If the address of the cell does not match any of the 
addresses stored in address storage system 1210, then pro
cessor 1208 compares the address of the cell to its own 
address to determine whether the cell is a control cell 
addressed to processor 1208. If the address matches the 
processor address, then the control cell is processed by 
processor 1208 in a manner to be descnbed below. 
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If the cell address does not match the processor address, 
then the cell has failed to match any of the addresses 
serviced by switching subsystem 1100. At this point, the cell 
is deemed a mis-inserted cell and is processed by processor 
U08 which may gather statistics on such cells. Mis-inserted 5 
cells may, for example, indicate that an unauthorized party 
is attempting to receive service from switching subsystem 
1100. 

In the upstream direction, ceUs are received from the 1oca1 
CPE units 1108 serviced by controller 1140 on subscriber 10 
bus interface lines 1215, 1216, and U18. As previously 
noted, controller 1140 may receive cells from up to 60 
subscnber bus interface lines. Processor U08 checks the 
address portion of each cell to determine whether the cell is 
addressed to processor 1208 itself or to a valid upstream 
destination. 15 

Cells addressed to valid upstream destinations are trans
mitted by switch 1212 to ingress queue U20. Processor 
1208 may also generate control cells for transmission to 
upstream channel banks, as will be descnbed more fully 
below. When processor UOS generates such a cell, the cell 20 

is passed by switch 12U to a CPU queue 1222. 
A scheduler U24 controls CPU queue U22 and ingress 

queue U20 to implement the selected priority scheme as 
previously described. In the preferred embodiment, CPU 
queue U22 receives higher priority than ingress queue 25 

U20. Because the frequency of control cells is low, this 
priority scheme does not significantly impede upstream 
traffic. 

From the foregoing description, it will be appreciated that 
30 

switching subsystem 1100 provides distnbuted telecommu
nications switching which features several advantages over 
a traditional tree structure. Each channel bank only stores a 
limited number of addresses pertaining to customers directly 
serviced by the channel baol4 and is effectively independent 35 
of the other channel banks in the system. 

In addition to simplifying the setup for switching sub
system 1100, the modularity of the system allows expansion 

60 
Referring to FIG. 13, the operation of the first upstream 

flow control system is illustrated. In this control system, 
controller 1118 in channel bank 1102 periodically initiates a 
control loop by generating a control cell U30. In general 
terms, the control cell performs two functions: providing 
control information to each channel bank in switching 
subsystem 1100 and triggering a status feedback cell U32 
that provides information to controller 1118 concerning the 
cell traffic congestion at each channel bank. The control cell 
is preferably generated only when controller 1118 is not 
experiencing high traffic congestion levels in the upstream 
direction so that the returning status feedback cell1232 will 
not contribute to upstream traffic congestion. 

An exemplary format for control cell U30 is shown in 
Table A This cell follows a standard JUM Organization, 
Administration and Maintenance (OAM) cell format. Thus, 
octets 1 through 5 include standard ATM header information 
and octet 6 includes OAM and function type information, 
which identifies the cell as a control cell. 

Octets 7 and 8 contain a control command word which 
sets the length or interval of a control cycle, expressed as a 
number of cells. Thus, if the control command word has a 
value of 128, then a control cycle will be deemed to 
constitute an interval of 128 cells in the upstream flow. 
Every 128 cells then constitutes a separate control cycle. 

TABLE A 

Octet Function 

1-5 
6 

7-S 

9-24 

25-46 
47-48 

standard ATM header 
4 bits OAM type 
4 bits Function type 
Control command word - containes length 
of control cycle in cell times 
8 words of 16 bits contain the credit 
allowance for each of the s.daisy 
chained channel banks 
octets 9 and 10 rue for the fu:st 
channel bank 
octets 23 and 24 are for the last 
channel bank 
spare 
6 bits reserved 
10 bits for CRC-10 

Octets 9 through 24 contain up to eight credit allowance 

of service with minimal modification to the existing struc
ture. When a set of new customers is to be serviced, a new 40 
channel bank may be added into switching subsystem 1100. 
The new channel bank may be programmed with the 
addresses of the new customers, while the cell processing 
methods and address storage for other channel banks remain 
unaffected. 4s words of 16 bits each. One credit allowance word is included 

for each downstream channel bank in switching subsystem 
1100. Thus, for example, if channel banks 1102, 1104 and 
1106 were the only channel banks in switching subsystem 
1100, then octets 9 through 12 would contain one credit 

The channel banks in switching subsystem 1100 may also 
be located remotely from one another without significant 
degradation in service. This allows customers in different 
locations to be "close to the switch," decreasing access times 
for the customers and improving service. 

Because switching subsystem 1100 is oversubscribed in 
athe upstream direction, some control system must be imple
mented to ensure uniformity in quality of service for cus
tomers throughout switching subsystem 1100. For example, 

so allowance word each for channel banks 1104 and 1106, 
while octets 13 through 24 will remain empty. Since the 
credit allowance control cell is generated by controller 1118 
of primary channel bank 1102, the credit allowance for 

if upstream bypass queue 1194 in controller 1118 receives 55 

higher priority than ingress queue 1198, then CPE units 1108 
serviced by channel bank 1102 may be effectively blocked 
from access to ..xrM switch 1110 due to heavy upstream 
traffic. An upstream flow control system must be imple
mented to ensure fairness throughout switching subsystem 60 

1100. 

primary channel bank 1102 is processed directly by its 
processor 1178 and need not be placed within the credit 
allowance control cell. 

The credit allowance word for a channel bank indicates 
the number of cells in a control cycle that are allotted to that 
channel bank for transmission upstream. For example, if the 
control cycle length is 128 cells, and the credit allowance 
word for channel bank 1104 has a value of 43, then con-

Two different upstream flow control systems will be 
descnbed herein. Although these control systems are pre
sented as mutually exclusive alternatives, it will be appre
ciated that variations and combinations of these two control 
schemes may be implemented without departing from the 
spirit and scope of the invention. 

troller 1138 may transmit 43 cells upstream on fiber optic 
cable 1136 during the next 128-cell intervaL 

This credit-based upstream flow control is implemented 
65 by processor 1178 shown in FIG.lO. Thus, processor 1178 

maintains a counter (not explicitly shown) which is decre
mented by one every time processor 1178 through scheduler 

(" ~ .

; 
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1200 dequeues a cell from ingress queue 1198. When the 
counter reaches zero, no more cells are dequeued from 
ingress queue 1198 until the next control cycle. 

Returning to Table A. Octets 25 through 46 of the control 
cell are unused. Octets 47 and 48 include 10 bits used for a s 
cyclical redundancy check (CRC) of the control cell while 
the other six bits remain unused. 

When a control cell is generated by controller ll18~ the 

62 
In the embodiment shown in FIG. 11, in which ingress 

queue 1198 comprises 16 separate ingress queues, each with 
its own priority level, a separate traffic congestion level is 
ascribed to each priority level group of ingress queues. The 
status feedback word format for this embodiment is illus
trated in Table C. 

TABLEC 

control cell is passed to CPU queue 1188 for trans?Jission Bit Function 

downstream to controller 1138. Controller 1138 receives the 10 
--------------------

control cell and reads octets 7 through 10 to determine the 
length of the control cycle and the credit allowance for 
channel bank 1104. Controller 1138 then passes the control 
cell downstream, unmodified. 

Likewise, each controller downstream receives the con- 15 

trol cell, reads its own credit allowance, and passes the 
control cell further downstream, as illustrated in FIG. ·13. 
Controller 1140 in channel bank 1106 discards the control 
cell after reading it. 

Controller 1140 is programmed to respond to the receipt 
20 

of a control cell by generating a status feedback cell1232. 
This cell is passed upstream, with cell traffic congestion 
information being written into the status feedback cell by 
each controller in switching subsystem 1100. When the cell 

25 
reaches controller 1118 in channel bank 1102, the status 
feedback information is read and the cell is discarded. 

An exemplary format for status feedback cell 1232 is 
shown in Table B. Like control cell 1230 descnbed above, 
the status feedback cell follows the standard OAM format. 30 
Thus, octets 1 through 5 include standard A1M header 
information and octet 6 includes OAM and function type 
information which identifies the cell as a status feedback 
cell. 

0-9 free list 
10-11 congestion state for lowest priority group 

of queues 
0= level 0 
1 = Ievell 
2= level2 
3 = leve13 

12-13 congestion state fur second to lowest 
priority group of queues 
0 =level 0 
1 = Ievell 
2 = level2 
3 = level3 

14-15 congestion state for third to lowest 
priority group of queues 
0= level 0 
1 = Ievell 
2=1evel2 
3 = level3 

Generally, the traffic congestion level for a queue is 
determined by reference to the buffer space allotted for the 
queue. The higher the amount of allotted buffer space being 
utilized by the queue, the higher the traffic congestion level 
for the queue. 

Octet 

1-5 
6 

TABLEB 

Function 

standard KrM header 
4 bits OAM type 

The threshold congestion levels which quantitatively 
define the four traffic congestion levels vary from queue to 

35 queue according to variables such as queue size, free buffer 
space, anticipated queue traffic patterns, and in some cases 
the rate of decrease of free buffer space. However, in general 
terms, Level 0 represents a normal or uncongested state, 
Levell represents a near congestion state, Level 2 repre-

40 sents a congestion inlminent state, and Level 3 represents a 
congested state. 7-12 

2344 
45-46 

47-48 

4 bits Function type 
8 words of 16 bits contain the status for 
each of the 8 daisy chained channel banks 
octets 7 and 8 are for the first channel 
bank 
octets 21 and 22 are for the last channel 
bank 
spare 
Number of cells in upstream bypass queue 
or last Releae TWo shelf 
6 bits reserved 

These congestion levels may be used not only to provide 
feedback to controller illS, but also to regulate cell pro-

45 cessing within a downstream controller 1150. For example, 
at Level 0, cell handling may proceed normally. At Levell, 
processor 1178 may begin implementing congestion control 
measures such as early packet discard (EPD), partial packet 
discard (PPD) and/or restricting lhe cell flow rate to ingress 

10 bits for CRC-10 
-------------------- 50 queues 1198a through 1198p on a queue-by-queue basis. At 

Levels 2 and 3, these congestion control measures may be 

Octets 7 through 22 contain up to eight status feedback 
words of 16 bits each. One status feedback word appeaiS for 
each channel bank in switching subsystem 1100. Thus, for 
example, if channel banks 1102, 1104 and 1106 are the only ss 
channel banks in switching subsystem 1100, then octets 7 
through 10 will contain one credit allowance word each for 
channel banks 1104 and 1106, while octets 11 through 22 
will remain empty. The feedback status for primary channel 
bank 1102 is directly handled by its processor 1178 and thus 60 

does not be inserted into the status feedback control cell. 

implemented in a progressively severe manner. 
Referring to Table C, bits · 0 through 9 of the status 

feedback word give the total free buffer space available for 
the ingress queues. Bits 10 and 11 give the traffic congestion 
level for the lowest priority group of queues, which may be, 
for example, queues 1198i and 1198j. Bits 12 and 13 give the 
traffic congestion level for the second lowest priority group 
of queues, which may be, for example, queues 1198k 
through 1198n. Bits 14 and 15 give the traffic congestion 
level for the third lowest priority group of queues, which 
may be, for example, queues 1198o and 1198p. The status feedback word for each channel bank identifies 

the current traffic congestion level at the channel bank. It 
will be appreciated that various formats may be used to 
identify traffic congestion levels. In the preferred 
embodiment, one of four traffic congestion levels is ascribed 
to ingress queue 1198. 

Controller 1140, and more particularly processor 1208 
therein, originally generates status feedback celll232, with 

65 octets 7 and 8 containing the status feedback word for 
channel bank 1106. The status feedback cell is then pasSed 
upstream from controller to controller, as illustrated in FIG. 
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13, with each controller writing its own status feedback the middle three channel banks, and Queue Class Three may 
word into the appropriate two octets of the status feedback be used to designate CPU queues in the upper three channel 
cell. When controller 1118 in channel bank 1102 receives banks. Likewise, a queue class may be used to designate a 
status feedback cell 1232, the cell is routed to processor selected queue or set of queues in one particular channel 
1178, which utilizes the traffic congestion information con- 5 bank. 
tained in status feedback cell 1232, as well as traffic con- Queue classes may also designate groups of queues 
gestion information from controller 1118 itself, to determine servicing different traffic classes. For example, one queue 
an appropriate credit distnbution to be included in the next class may be used to designated all queues carrying "con-
control cell1230. centrated" or oversubscribed cell traffic, such as ABR and 

This process is repeated periodically during the operation 10 UBR queues, while another queue class may be used to 
of switching subsystem 1100. Each control cell 1230 gen- designate all queues carrying non-concentrated traffic, such 
erated by processor 1178 includes a credit distnbution for as VBR and CBR queues. 
the downstream channel banks based upon information from In each controller, internal switching controller 1174 is 
the previous status feedback celll232. Processor 1178 also programmed with the queue class designations of each 
assigns credits for controller 1ll8, but this information 15 upstream queue 1194, 1196 and 1198. Thus, when a reserved 
remains internal to controller 1118 and is not included in cell for a queue class is received on :fiber optic cable 1158" 
control cell1230. processor 1178 cooperates with scheduler UOO to ensure 

In this control system, controller 1140 in channel bank that, if a non-empty queue belonging to that queue class 
1106launches cells upstream at will from CPU queue 1222, exists in controller 1150, then a cell is dequeued from the 
and utilizes its assigned credits to launch cells from ingress 20 non-empty queue. Otherwise, the reserved cell is passed 
queue U20. During intervals when CPU queue U22 and upstream without modification. 
ingress queue 1220 are either empty or not allowed to launch If the reserved cell reaches controller 1ll8, it must be 
cells upstream, controller 1140 launches a steady stream of replaced with a queued cell or an unassigned cell. This is 
empty or unassigned cells. Each upstream controller because the non-standard format used to designate reserved 
receives the stream of empty cells and replaces empty cells 25 cells will not be recognized by~ switch 1110. Reserved 
with cells from its own queues in accordance with its priority cells must therefore be removed from the stream before 
scheme and credit allowance. reaching ATM switch 1ll0. 

In the case where the number of empty cells transmitted In an exemplary priority scheme, illustrated in FIG. 14, 
upstream to controller 1118 in channel bank 1102 exceeds controller 1140 of terminating channel bank 1106 generates 
the number of credits assigned to channel bank 1102, 

30 
a repeating sequence U34 of 1000 cells. In this sequence, 50 

controller 1ll8 may be programmed to dequeue cells from of the cells, represented by cell 1234a, are reserved for 
its ingress queues in excess of its credit allowance. This concentrated traffic, while 100 cells, _represented by cell 
flexibility ensures maximum utilization of upstream band- U34e, are reserved for non-concentrated (CBR and VBR) 
width resources. 

35 
traffic. The remaining cells are generally unassigned, i.e. 

Referring to FIG. 14, the operation of the second empty and not reserved, as illustrated by cells U34b and 
upstream control system is illustrated. In this system, band- U34c. 
width on the upstream :fiber optic cables is pre-assigned Channel bank 1106 not only creates the reserved cell 
according to class of service or queue priority. This differs distnbution, but also takes part in the cell reservation system 
from the :first embodiment, in which bandwidth is assigned 40 as a "consumer" of upstream bandwidth. Thus, controller 
for each channel bank, with a local scheduler in each 1140 dequeues cells from its queues 1220 and U22 in place 
controller making dequeuing decisions to allocate band- of some of the unassigned cells and/or reserved cells before 
width for queues with different priorities. In the second launching the cells upstream, as illustrated by cell1234d in 
embodiment, queues having the same priority, regardless of FIG. 14. 
the channel bank in which they are located, may compete for 45 In this priority scheme, when an unassigned cell is 
the bandwidth assigned to that queue class. received at-a controller 1150, processor 1178 and scheduler 

In this control system, controller 1140 in channel bank UOO implement an internal priority scheme that gives 
1106 generates a continuous stream of cells 1234, some or non-concentrated traffic queues priority over concentrated 
all of which are marked as reserved for particular queue traffic queues. However, :five percent of the cells received are 
classes. This marking occurs in the cell header in the 50 marked as reserved for concentrated traffic, ensuring that 
location that usually contains address information. More concentrated traffic queues are allowed to dequeue a mini-
specifically, the virtual path indicator is replaced with a mum number of cells even when non-concentrated traffic is 
unique code identifying the cell as reserved. The virtual heavy. 
circuit indicator is replaced with an identification of the Thus, referring to FIG. 14, channel bank 1105/ receives 
queue class for which the cell is reserved. 55 the cell stream 1234 and dequeues a cell 1234/ from a 

A queue class may be a simple priority or traffic class concentrated traffic queue to take the place of reserved cell 
designation. For example, a CPU queue such as queue 1188 1234a. Channel bank 110Se dequeues two cells U34g and 
in each controller in switching subsystem 1100 may be 1234h from non-concentrated traffic queues to replace unas-
designated as Queue Class One. Thus, a Queue Class One signed cell U34b and reserved cell U34e, respectively. For 
reserved cell sent upstream from controller 1140 will be oo channel banks upstream of channel bank llOSe, only one 
used by the :first controller that has a non-empty CPU queue unassigned celll234c remains to be replaced by a dequeued 
1188. traffic cell. 

Queue classes may also provide further subdivision of 
queues. For example, if switching subsystem 1100 com
prises nine channel banks, Queue Class One may be used to 
designate CPU queues in the lower three channel banks, 
Queue Class Two may be used to designate CPU queues in 

To ensure that the supply of reserved cells is not com
pletely exhausted before reaching upstream channel banks 

65 such as primary channel bank 1102 and intermediate channel 
banks 1104, fairness assurance procedures may also be built 
into this control system. For example, scheduler 1200 and/or 
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processor 1178 in each controller may be programmed to 
limit the rate at which any particular queue or group of 
queues may dequeue cells upstream. 

66 
-continued 

Most Significant Bit 

Another method for ensuring fairness is to implement a 
queue class system in which queues in the upstream channel 5 

banks such as primary channel bank 1102 and intermediate 
channel banks 1104 may be designated separately from the 
downstream channel bank queues as previously described. 
Then, controller 1140 in channel bank 1106 may reserve a 
minimum number of cells specifically for the queues in 10 

specific upstream channel banks. 

MSB 
NIU 
NNI 
NMS 
NOD 
NT 
NTM 
OlE 
OA&M 
OAM 
OC-n 
ow 
ONU 
ORM 
PDU 
PHS 
PHY 
POTS 
PPD 
PPV 
PRI 
PWR 
QD 
QoS 
RM 
RRS 
RSU 
SAM 
SDV 
SPS 
srn 
sru 
TC 

Network Interface Unit 
Network to Network Interface 
Network Management System 
Network Ownemhip Decoupling 
Network Termination 
Network side Traffic Management 
Opto-Electrical conversion 
OperatiollS, Administration and Maintenance 
Operation and Maintenance Cell 
Optical Carrier hierarchy 
Optical Line Unit 

Thus. it is apparent that there has been provided, in 
accordance with the present invention, a distributed tele
communications switching subsystem and method that sat
isfy the advantages set forth above. Although the present 15 

invention has been described in detail, it should be under
stood that various changes, substitutions, and alterations 
readily ascertainable by one skilled in the art can be made 
herein· without departing from the spirit and scope of the 
present invention as defined by the following claims. 20 

Optical Network Unit 
Optical Receiver Module 
Packet Data Unit 
Per Home Scheduler 
Physical Layer (Xi'M protocol stack) 
Plain Old Telephone SelVice 
Partial Packet Discard 
Pay Per View 
Priority - aroiter or scheduler 
Power 

4. Acronyms 

AAL 
ABR 
ADSL 
AM 
ATM 
BB 
BCS 
BCSJ' 
BFB 
BID 
BORSH 
T 

BPS 
BPT 
CAC 
CBR 
CDV 
CES 
ClP 
CLR 
co 
COM 
COT 
CPE 
CRU 
crrn: 
DCS 
DHN 
DS 
DVB 
EFCI 
EOM 
EPD 
ESC 
ESF 
ESP 
FBIU 
FITH 
GCRA 
HAN 
HDT 
DEC 
HFC 
IOF 
ISP 
LlGW 
L2GW 
LDS 
LSB 
LSBB 
lTM 
MOD 

ATM Adaptation Layer 
Available Bit Rate 
Asymmetrical Digital Subscriber Line 
Amplitude Modulation 
Asynchronous Transfer Mode 
Broadband 
Broadcast Channel Selection 
Broadcast 
Broadband Fiber Bank 
Buffer descriptor 
Battery, Overvoltage. Ringing. Supervision, 
Hybrid, Test: the functions of the Pars line 
circuit 
Bank Power Supply 
Central Control of Narrowband ONU 
Connection Admission Control 
Constant Bit Rate 
Cell Delay Variation 
Circuit Emulation SeiVice 
Cell Loss Priority 
Cell Loss Ratio 
Central Office 
Continuation of Message 
a> Terminal 
Customer Premises Equiment 
Cell routing Unit 
Coax To The Home 
Digital Cross-connect System 
Digital Home Network 
Delivel}' System 
Digital Video Broadcast 
Explicit Forward Congestion Indication 
End Of Message 
Early Packet Discard 
End SeiVice Consumer 
Extended Super Frame 
End SeiVice Provider 
Fiber Bank Interface Unit 
Fiber To The Home 
Generic Cell Rate Process 
Home Access Network 
Host Digital Thrminal 
Header Error Check 
Hybrid Fiber Coax 
Inter-Office Facilities 
Internet Service Provider 
Level 1 Gateway 
Level 2 Gateway 
Loca1 Digital Switch 
Least Significant Bit 
Litespan Broadband 
Litespan Broadband naffic Management 
Movie On Demand 

25 

30 

35 

40 

Queue Descriptor 
Quality of Service 
Resoun:e Management Cell 
Round Robin Select - arbiter or scheduler 
Remote Switching Unit 
SeiVice Access Mux 
Switched Digital Video 
Service Provider System 
Set-Top Box 
Set-Top Unit 
Tmnsmission Convergence (JUM protocol stack 
layer) 
Time Division Multiplex 
1\vi&ted Pair 
1\visted Pair To The Home 
Time Slot Interehange 
Transmission Thchnology Decoupling 
User Network Interface 
Usage Parameter Control, (i.e. policing) 
User Premises Interface 
Value Added SelVice Provider 
Variable Bit Rate 
VIrtual Channel 
Vutual Circuit Descriptor 
Vutual Channel Identifier 
\bice Frequency 
Vuleo Information Provider 
Vuleo Information User 
Video On Demand 
Vutual Path 
VIrtual Path Identifier 

TDM 
TP 
TPITII 
TSI 
TTD 
UNl 
UPC 
UPI 
VASP 
VBR 
vc 
VCD 
VCI 
VF 
VIP 
VIU 
VOD 
VP 
VPl 

~----------------~--------------
A few preferred embodiments have been described in 

detail hereinabove. It is to be understood that the scope of 
the invention a1so comprehends embodiments different from 

50 
those described, yet within the scope of the claims. For 
example, "microcomputer" is used in some contexts to mean 
that microcomputer requires a memory and «microproces
sor" does not. The usage herein is that these terms can also 
be synonymous and refer to equivalent things. The phrase 
"processing circuitry" or "control circuitry" comprehends 

5S ASlCs (Application Specific Integrated Circuits), PAL 
(Programmable Array Logic), PLAs (Programmable Logic 
Arrays), decoders, memories, non-software based 
processors, or other circuitry, or digital computers including 
microprocessors and microcomputers of any architecture, or 

60 combinations thereof. Memory devices include SAM (Static 
Random Access Memory), DRAM (Dynamic Random 
Access Memory), pseudo-static RAM, latches, EEPROM 
(Electrically-Erasable Programmable Read-Only Memory), 
EPROM (Erasable Programmable Read-Only Memory), 

65 registers, or any other memory device known in the art. 
Words of inclusion are to be interpreted as nonexhaustive in 
considering the scope of the invention. 
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While the presently preferred embodiments of the present 
invention that are disclosed in the above-identified sections 
are provided for the pmposes of disclosure, alternative 
embodiments, changes and modifications in the details of 
construction, interconnection and arrangement of parts will 5 

readily suggest themselves to those skilled in the art after 
having the benefit of this disclosure. This invention is 
therefore not necessarily limited to the specific examples 
illustrated and described above. All such alternative 
embodiments, changes and modifications encompassed 10 

within the spirit of the invention are included. 
What is claimed is: 
1. Adistnbuted telecommunications switching subsystem, 

comprising: 
a controller operable to generate and transmit a control 15 

signal having a plurality of credit allowance values; 
a first switching unit operable to receive the control signal 

and to transmit a first plurality of data packets in 
response to a first one of the credit allowance values; 
and 

a second switching unit operable to receive the control 
signal and to transmit a second plurality of data packets 
in response to a second one of the credit allowance 
values. 

20 

2. The distributed telecommunications switching sub- 25 

system of claim 1, further comprising a third switching unit 
operable to generate a status feedback signal including a first 
traffic congestion level, and to transmit the status feedback 
cell to the second switching unit. 

3. The distributed telecommunications switching sub- 30 

system of claim 2, wherein the second switching unit 
comprises: 

a processor operable to receive the status feedback signal 
and add a second traffic congestion level to the status 35 
feedback signal; and 

a transmitter operable to transmit the status feedback 
signal to the first switching unit. 

4. The distributed telecommunications switching sub
system of claim 3, wherein the first switching unit com- 40 
prises: 

a receiver operable to receive the status feedback signal; 

68 
wherein the step of transmitting the second plurality of 
customer-generated data packets by the second switching 
unit is performed at selected times in response to a second 
one of the credit allowance values. 

7. The method of claim 5, wherein the step of generating 
the control signal comprises the step of generating a control 
cell having a plurality of credit allowance words, each credit 
allowance word including a corresponding one of the credit 
allowance values. 

8. The method of claim 5, wherein the step of receiving 
at the first switching unit the first plurality of customer
generated data packets comprises the steps of: 

receiving at an input buffer of the first switching unit the 
first plurality of customer-generated data packets; 

transmitting the first plurality of customer-generated data 
packets by the input buffer to a processor of the first 
switching unit; and 

transmitting the first plurality of customer-generated data 
packets by the processor to an ingress queue of the first 
switching unit. 

9. The method of claim 8, further comprising the step of 
performing a validity check by the processor on an address 
portion of each one of the first plurality of customer
generated data packets. 

10. The method of claim 5, further comprising the step of 
retransmitting the control signal by the first switching unit to 
the second switching unit. 

11. The method of claim 5, further comprising the steps 
of: 

generating at the second switching unit a status feedback 
signal; 

transmitting by the second switching unit the status feed
back signal; and 

receiving at the controller the status feedback signal. 
12. The method of claim 11, wherein the step of gener

ating the control signal is performed in response to the status 
feedback signal. 

13. The method of claim 5, further comprising the steps 
of: 

generating at the second switching unit a status feedback 
signal; 

transmitting by the second switching unit the status feed-
. . back signal to the first switching unit; 

a transnntter operable to transnnt the status feedback altering by the first switching unit the status feedback 

and 

signal to the controller. 45 signal; 
5.Amethodfortransmittingdatainatelecommunications tr ·ttrn· b th firs -1 bin "tth tatus" db k 
tw k, · · th st f ansm1 g y e tSWI c gum es ~.ee ac 

ne or ~mpnsmg e eps o : . . signal; and 
generatmg at a controller a control stgnal bavmg a plu- · · t th lr ll th t t £ edb k · 1 

rality of credit allowance values; receiVmg a e con o. er e sa us_ e ac s1gna. 
• • • • • • • 50 14. The method of claim 13, wherem the step of gener-

recetvmg at a first swttching umt the control stgnal; ating the status feedback signal comprises the step of 
receiving at the first switching unit a first plurality of generating a status feedback cell having a first status feed-

customer-generated data packets; back word. 
receiving at a second switching unit a second plurality of 15. The method of claim 14, wherein the step of altering 

customer-generated data packets; 55 the status feedback signal comprises the step of writing into 
transmitting the second plurality of customer-generated the status feedback cell a second status feedback word. 

data packets by the second switching unit to the first 16. The method of claim 15, wherein the step of gener-
switching unit; ating the control signal comprises the steps of: 

transmitting by the first switching unit the first plurality of calculating the first credit allowance value in response to 
customer-generated data packets to a third switching 6o the first and second status feedback words; 
unit in response to a first one of the credit allowance calculating the second credit allowance value in response 
values of the control signal; and to the first and second status feedback words; and 

transmitting the second plurality of customer-generated generating the control cell having first and second credit 
data packets by the first switching unit to the third allowance words, the first credit allowance word 
switching unit. 65 including the first credit allowance value, the second 

6. The method of claim 5, further comprising the step of credit allowance word including the second credit 
receiving at the second switching unit the control signal, allowance value. 
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17. A distributed telecommunications switching 
subsystem, comprising: 

a controller operable to generate and transmit a control 
signal, the control signal having a first credit allowance 
word and a second credit allowance word; 

a first customer premises equipment (CPE) unit operable 
to generate and transmit a first plurality of data packets; 

5 

70 
21. A channel bank for a service access multiplexer, 

comprising: 

a first buffer operable to receive a control asynchronous 
transfer mode cell generated from a local processor; 

a a second buffer operable to receive a bypass asynchro
nous transfer mode cell from a downstream channel 
bank; 

a first switching subsystem in communication with the 
first CPE unit, the first switching subsystem having a 

10 
first receiving system, a second receiving system, a first 
processor, and a first transmitting system, the first 
receiving system operable to receive the control signal, 
the second receiving system operable to receive the first 
plurality of data packets, the first processor operable to 

15 
read the first credit allowance word of the control 
signal, and the first transmitting system operable to 
transmit selected ones of the first plurality of data 
packets at selected times in response to the first credit 

a third buffer operable to receive an ingress asynchronous 
transfer mode cell from one of a plurality of subscnb
ers; 

a cell scheduler operable to select one of the first, second, 
and third buffers for upstream transport of its respective 
asynchronous transfer mode cell, the cell scheduler 
controlling upstream transport of asynchronous transfer 
mode cells over a pre-defined control period in 
response to a credit allowance received by the cell 
scheduler, the credit allowance determining a number 
of asynchronous transfer mode cells to be transported 
upstream by the cell scheduler during the pre-defined 

allowance word; 
20 

a second CPE unit operable to generate and transmit a 
second plurality of data packeis; and 

a second switching subsystem in communication with the 
first switching subsystem, the controller and the second 
CPE unit, the second switching subsystem having a 
third receiving system, a fourth receiving system, a :fifth 
10CCiving system, a second processor, a second trans
mitting system, and a third transmitting system, the 
third receiving system operable to receive the control 
signal from the controller, the fourth receiving system 
operable to receive the second plurality of data packets, 
the fifth receiving system operable to receive the 
selected ones of the first plurality of data packets, the 
second processor operable to read the second credit 
allowance word of the control signal, the second trans
mitting system operable to retransmit the control 
signal, and the third transmitting system operable to 
retransmit the selected ones of the first plurality of data 
packets and operable to transmit selected ones of the 
second plurality of data packets at selected times in 
response to the second credit allowance word. 

18. The distributed telecommunications switching sub
system of claim 17, wherein the first processor is further 
operable to generate a status feedback word, the status 
feedback word including an indication of a congestion level 
of the first switching subsystem and wherein the first trans
mitting system is operable to transmit the status feedback 
word to the second switching unit. 

19. The distributed telecommunications switching sub
system of claim 17, wherein the first switching subsystem 
further comprises a scheduler in communication with the 
first transmitting system, the scheduler being operable to 
trigger transmission of the selected ones of the first plurality 
of data packets by the first transmitting system. 

20. The distributed telecommunications switching sub
system of claim 18, wherein the second processor is oper
able to insert a congestion level of the second switching unit 
into the status feedback word. 

control period. 
22. The channel bank of claim 21, wherein the pre-defined 

control period is a set time interval. 
2S 23. The channel bank of claim 21, wherein the pre-defined 

control period is a set number of asynchronous transfer 
mode cells to be transported upstream. 

24. The channel bank of claim 21, wherein the cell 
scheduler is operable to give a higher priority to the first 

30 buffer, an intermediate priority to the second buffer, and a 
lower priority to the third buffer. 

25. The channel bank of claim 21, wherein upstream 
transport of control asynchronous trarisfer mode cells from 
the first buffer and bypass asynchronous transfer mode cells 

35 from the second buffer do not count against the credit 
allowance assigned to the cell scheduler. 

26. The channel bank of claim 21, wherein the cell 
scheduler includes a credit counter initialized to a value of 
the credit allowance, the credit counter operable to 'decre-

40 ment the value of the credit allowance for each ingress 
asynchronous transfer mode cell transported upstream by the 
cell scheduler. 

27. The channel bank of claim 26, wherein the credit 
counter is re-initialized to the value of the credit allowance 

45 upon expiration of the pre-defined control period. 
28. The channel bank of claim 27, wherein the cell 

scheduler transports ingress asynchronous transfer mode 
cells upstream according to a remaining value of the credit 
counter from a previous pre-defined control period prior to 

50 decrementing the credit counter with the re-initialized value 
of the credit allowance in a current pre-defined control 
period. 

29. The channel bank of claim 26, wherein the cell 
scheduler prevents ingress asynchronous transfer mode cells 

55 from being transported upstream from the third buffer when 
the credit counter reaches a value of zero. 

* * * * * 
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1 

PERFORMING MULTICAST 
COMMUNICATION IN COMPUTER 
NETWORKS BY USING OVERlAY 

ROUTING 

CROSS-REFERENCES TO RELATED 
APPUCATIONS 

This application claims priority from U.S. Provisional 
Application Ser. No. 60/115,454, filed Jan 11, 1999, which 
is incorporated herein by reference. This application is 
related to the following co-pending patent applications and/ 
or provisional applications which are hereby incorporated by 
reference as if set forlh in full in this specification: Provi
sional Patent application entitled "SYSTEM FOR BAND
WIDTII AlLOCATION IN A COMPUTER NE1WORK" 
filed on Jun. 1, 1999; and Provisional Patent application 
entitled "SYSTEM FOR MULTIPOINT INFRASTRUC
TURE TRANSPORT IN A COMPUTER NE1WORK" filed 
on Jun. 1, 1999. 

BACKGROUND OF THE INVENTION 

As the Internet gains in popularity it is desirable to allow 
broadcasts of live media, such as a television program or 
radio program, over the Internet. However, a problem with 
such "streaming media" broadcasts is that they require very 
high data transfer rates across many servers, routers and 
local area networks that form the Internet. Because of this, 
high-quality, scalable broadcasts, or '"multicasts," of stream
ing media information to massive numbers of end-users at 
once over the Internet have not been achieved to date. 

Examples of attempts to design and deploy multicast 
systems for the Internet include systems by RealNetworks 
and Broadcast.com. RealNetworks bas built an Internet 
broadcast infrastructure called the Real Broadcast Network 
(RBN) while Broadcast.com has partnered with Internet 
Service Providers (ISPs) and content providers to build a 
broadcast system based on native Internet multicast routing. 

2 
that multicast, in its present form, may never be universally 
deployed throughout the Internet. In this case, applications 
that assume ubiquitous multicast connectivity to attain scal
able performance will never become feasible. On the other 

5 hand, multicas~ when restricted to a singly administered 
network domain, has been much easier to configure and 
manage, and for this reason, has been a resounding success 
in isolated deployments. That is, it's easy to build an isolated 
multicast "cloud" as long as it doesn't span multiple admin-

10 istrative domains and involve highly heterogeneous equip
ment with different multicast implementations. 

While uniform and homogeneous multicast clouds can 
effectively carry multicast traffic that is isolated to IANs or 
autonomous corporate networks, a wide range of compelling 

15 applications, such as streaming media broadcasts, are poten
tially enabled by interconnecting the isolated multicast 
clouds into a very large-scale distribution network. 
However, attempts to use wide area multicast routing pro
tocols to solve this problem have failed. Another problem 

20 with interconnecting multicast clouds has been lack of 
control over the multicast traffic from domain to domain. 
This implicates not only bandwidth considerations, but 
security issues as well. 

Thus it is desirable to complement and enhance the vast 
25 array of existing servers and end-clients with a state-of-the

art system that provides an improved network infrastructure 
for achieving multicasting of information. Such a system 
should enhance existing digital audio/video/media applica
tions and enable them to work more effectively at large scale 

30 and across heterogeneous environments. The system should 
provide flexible bandwidth management and diagnostic 
tools to network managers such as by providing localized 
control over traffic and content of multicast data. The system 
should make use of existing, widely deployed communica-

35 lion protocols and procedures to achieve efficient transfer of 
information. 

A typical streaming broadcast consists of a server that 
unicasts a User Datagram Protocol (UDP) flow to each 

40 
requesting client. Bandwidth is managed very crudely by 
simply limiting the number of simultaneous active flows via 
some simple configuration hook at the server. While this 
approach works for today's demands, it wastes network 
bandwidth and cannot scale to very large audiences antici-

45 
paled in the future. 

SUMMARY OF TIIE INVENTION 

The present invention is to be embodied in a commercial 
product by FastForward Networks, called "MediaBridge." 
Each MediaBridge is a process that is executed on a 
computer, or other processor or processing device, con
nected to a network. Multiple MediaBridges transfer data 
using an "overlay" network. In a preferred Internet 
embodiment, the overlay protocol uses "native" Internet 
protocols to route information, according to overlay routing 
tables, between otherwise disjoint and isolated multicast 
clouds. This allows the overlay distribution to be handled in 
a more intelligent and bandwidth-managed fashion. For 
example, MediaBridges are placed at each of several local 
area networks (LANs), ISP "point of presence" (POP), 
enterprise, or other cohesively-managed locations. The 
MediaBridges are configured according to bandwidth and 

Although some exiSting products (like NetShow and 
Cisco's IP!fV) support multicast, Internet Service Providers 
(ISPs) and enterprise network managers have been slow to 
adopt multicast because it is difficult to configure, manage, 50 
and debug. For some companies, these deployment prob
lems are crucial barriers because they view multicast as 
critical for their long-term viability and feel that failure to 
successfully integrate multicast could compromise their 
mission. ss security policies, and perform application-level multicast 

distribution across the Network Access Points (NAPs) using 
overlay routing. The result is an overlay multicast network 
that is effectively managed according to traffic policies 
defined locally at each. NAP. 

A successful Internet broadcast system depends on its 
ability to broadcast audio and video programming to a large 
number of simultaneous users. Two approaches for broad
casting streaming media are replicated unicast (one user per 
stream) and multicasting (multiple users per stream). 

While unicast delivery has enjoyed tremendous success as 
the fundamental building block of the lpternet, multicast has 
proven_ far more complex and many technical barriers 
r(!main that prevent multicast from being deployed across 
the wide area. Despite a decade of research and 
development, interdomain multicast routing has yet to be 
successfully realized and there are many reB.S?ns to believe 

60 The present invention allows application-level control to 
be applied to the transferred data. For example, if a conflu
ence of high-bandwidth video flows arrives at a choke point 
in the network (where the choke point is either a physical 
bandwidth limit or an administratively configured band-

65_ width constraint), the MediaBridge intelligently filters and/ 
or transforms flows so that they fit onto th~ outgoing link. 
The transformations can, for example, reduce the frame rate 
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or resolution uniformly as opposed to simply dropping 
packets at the network layer (without accounting for media 
semantics). The invention exploits application-level activity 

4 
to overlay routers via unicast so that regions of the network 
that do not provide native multicast support can be reached. 
Unlike existing multicast technologies, this allows clients to 
connect to overlay routers using unicast UDP or TCP to control adaptation. For example, in a videoconference. 

cues from the audio channel, or from the dispositions of the 
user interfaces at the clients, can be used to decide to 
dedicate more of the traffic class' bandwidth allocation to the 
current speaker. 

s through a redirection and location service. This allows 
clients that are not directly attached to a multicast capable 
network to communicate and receive transmissions from the 
overlay network. 

Moving wide-area multicast routing out of the network 
10 layer and up to the application layer, affords a number of 

advantages: 

An end-user client application can attach to the overlay 
network using either unicast or multicast communication 
between it and a MediaBridge on the overlay. Thus, a web 
page can have a simple "point and click" hyper link to initiate 
reception of a multicast audio/video production where a 
channel ID is embedded in the Uniform in Resource Locator 
(URL). Or a user can send a channel ID, or other 15 

identification, to a MediaBridge to subscribe to a program 
multicast. 

In one embodiment of the invention an over1ay routing 
processor for transferring information over a computer net
work is disclosed. The computer network has a native 20 

routing protocol The overlay routing processor includes 
instructions for associating computers on the network with 
a given overlay group; instructions for determining whether 
received information is associated with the given overlay 
group; and instructions for routing the received information 25 

to the computers associated with the given overlay group by 
using the native routing protocol. 

BRIEF DESCRIPTION OF TilE DRAWINGS 

FIG. 1 shows overlay router arrangements; 
FIG. 2 illustrates the Overlay Multicast Network Archi

tecture; 
FIG. 3A shows a computer suitable for use with the 

present invention; 
FIG. 3B shows subsystems in the computer of FIG. 3A; 
FIG. 3C illustrates a network configuration; 
FIG. 4A shows a unicast-initiated overlay routing step; 
FIG. 4B illustrates a second step in overlay routing; 
FIG. 4C illustrates a third step in overlay routing; 

30 

35 

4{) 

Simplicity. The overall multicast routing problem is sim-
plified because it is decomposed into two separable and 
individually tractable sub-problems: (1) the configura
tion of native multicast routers in a singly administered 
network domain and (2) the configuration of overlay 
routers to interconnect the disparate regional networks 
and tightly manage the bandwidth consumed by mul
ticast across these domains. 

Rich Management Because routing is carried out at the 
application layer, we can implement well-defined poli
cies that reflect application priorities and provide high
level services such as billing. Routers are no longer 
bidden by a thick protocol layer that bides application 
knowledge. Instead, the overlay routers can be config
ured more like servers and bandwidth managed and 
apportioned. intelligently across different application 
classes. 

Efficient Rendezvous. Application-level knowledge 
vastly simplifies the problem of rendezvous. Because 
different applications naturally have different models 
for bow the distributed components might interact or at 
what scale and directionality they interact, the rendez-
vous mechanism can be optimized by exploiting appli
cation requirements. For example, a streaming video 
server might best be contacted by querying the content 
provider's ordering service or by contacting the corpo
rate headquarters' web page. Alternatively, a videocon-
ference might best be initiated by contacting an H323 
Multi-point control unit (MCU) that is near the physical 
conference room of the hosting site. 

FIG. S illustrates a second approach to unicast-initiated 
overlay routing; and 

FIG. 6 illustrates details of header and address processing 
in the present invention. 

The invention is next discussed by first presenting the 
general architecture of the overlay multicast network 

4s approach. Next, detailed examples of transaction steps using 
the architecture are described. 

DESCRIPTION OF TilE SPECIFIC 
EMBODIMENTS 

The present invention implements "overlay" multicasting. so 
So-called because some of the routing processing by Medi-

TilE OVERlAY MULTICAST NEIWORK 
ARCIDTECfURE 

1. Introduction 

aBridge's uses a routing scheme that is independent of, in This section descnbes the overlay multicast network 
addition to, and at a higher level than the prior art "native" (OMN) architecture of the present invention. 
scheme. With the approach of the present invention, any of The OMN architecture utilizes a two-level addressing 
the current multicasting techniques, such as DVMRP, PIM, ss strategy, where overlay addresses are carried in an additional 
CBT, etc. are referred to as "native" multicasting," or overlay header (which appears after the UDP header), but 
"native protocols." before the user's UDP payload, and native multicast 

The invention uses native multicast only as a forwarding addresses are computed from overlay addresses using a 
optimization where it is locally viable-typically within novel bashing scheme that exploits multicast address scopes. 
medium-scale, singly-administered, homogeneous network 60 To properly route traffic across the overlay network, overlay 
domains. In this model, the network consists of a set of routers implement a multicast routing protocol that is, in 
isolated native multicast clouds upon which a virtual net- some ways, analagous to BGMP and BGP. In addition, 
work of application-level routing agents called "overlay unicast clients can connect directly to overlay routers via 
routers". The overlay routers (i.e., the MediaBridge UDP so that regions of the network that do not provide 
computers) implement multicast routing protocol that makes 65 native multicast support can be reached. The overlay routers 
use of sophisticated application-level knowledge and man- operate at the application-level. This allows the overlay 
agemenl infrastructure. Unicast clients can connect directly routers to be easily, extended with application-level knowl-
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edge to carry out semantically-aware transformations con
ditioned on bandwidth constraints specified by external 
policies. 

The OMN architecture includes a number of core ele-
ments; 

a forwarding and routing framework for computing mul
ticast distribution tree across the virtual overlay 
network, 

a multipoint reliable transport protocol for disseminating 
data reliably into and across the overlay network, 

a plugi.n framework for extending overlay routers with 
new application-level knowledge, 

a bandwidth scheduling framework for scheduling traffic 
classes according to hierarchical link-sharing policies, 

a method for communicating between plugins and the 
bandwidth management subsystem to effect 
application-level adaptation from within the network, 
and 

a referral directory service that redirects end hosts to the 
closest overlay router. 

6 
fashion. In this model, an application may inject a flow into 
the network without concern that it will congest the network 
since the overlay routers will thin the stream as necessary in 
choke points in the network and ensure that all policydefined 

5 bandwidth constraints are adhered to. In addition, sources 
must explicitly signal to the network their intention to send 
and optionally indicate type information descnbing their 
traffic. Administrative policies can be configured into the 
infrastructure. These policies can permit or restrict sources 

10 from sending based on rich, application-level policies. 
To maximize the congruence between the OMN architec

ture and the existent IP Multicast service interface, hosts use 
the standard IP Multicast interface to inject data packets into 
and receive packets from an OMN. In one embodiment of 

15 the invention, overlay multicast senders (or proxies for the 
sender) explicitly signal to the network their intention to 
transmit. This is unlike IP multicast, where hosts may simply 
send packets addressed to a Class D multicast group without 
any explicit signaling. As part of this dialogue, the sender 

20 descnbes the channel that it intends to use (e.g., UDP 
multicast, UDP unicast, or TCP), and, once negotiated, 
overlay-enabled multicast packets may be sent into the 
network. This sender setup process may fail if the source 

This application is principally concerned with the routing 
components of the OMN architecture and the relationship 
among the different subsystems. Other related applications 
include those referenced at the beginning of this specifica- 25 

tion. 

does not have administrative permission to send. Thus, 
OMN sources can be tightly controlled in contrast to normal 
IP multicast, which provides no control over senders. 

2. The Network Model 
To invoke application-level processing and management 

capabilities within the OMN network infrastructure, an 
The network model assumed by an overlay network is a OMN sender (or proxy thereof) may signal application 

collection of isolated (but possibly overlapping) regions of 
30 

knowledge into the network using a multipoint data dis-
native multicast connectivity. Overlay routers are deployed semination framework. In the preferred embodiment, this 
across this arrangement of multicast clouds and peer with framework uses a protocol known as Multipoint Infrastruc-
each other, either via unicast or multicast UDP/IP to form a lure Transport (MIN1) Protocol. MINT provides a group-
network of application-aware multicast forwarding agents. oriented, reliable delivery mechanism between a nodes in 
End hosts inject traffic into the overlay network using either 

35 
the OMN and is descnbed in detail in a co-pending patent 

native multicast across a "leaf scope" or using unicast application referenced at the beginning of this specification. 
communication directly to a nearby overlay router. Using MINT, senders can attach named values to an 

Even though the OMN framework operates at the appli- overlay multicast group which is published into and across 
cation layer, overlay routers must compute what amounts to 40 the overlay network, allowing other group members as well 
network-level routes to determine how to flood multicast as network entities to query this "database" of state. Each 
flows across and throughout the appropriate region of the tuple in the database, called a "minf'. is identified by its 
overlay network. Thus, in the OMN architecture routing owner (the OMN sender) and name (and implicitly the 
occurs at two layers, the network layer and the application group). The tuples are disseminated reliably to all parts of 
layer. Because routing is carried out the application layer, 45 the network with active participants. Note that given tuples 
applicationlevel knowledge can be integrated into the for- need to fiow only to overlay routers that fall along a path 
warding process to transform packet fiows at points of from the source to the set of active receivers for that group. 
administrative discontinuity. An end host may query the OMN subsystem to discover 

In this two-layer routing model, the network (IP) source and/<?r enumerate all known owners and all known k~ys 
and destination addresses ace rewritten on each overlay 50 published by each owner. In t_nm: the values can be quened 
router hop, which means that certain structure and state (like by ?arne/owner, and the appli~ation can be asynchronously 
address allocatiom and multicast spanning trees) need not be notified when the owner modifies the value. 
globally consistent across multicast domains. Note that this Certain mints are reserved for system specific functions 
allows overlay routing without requiring all routers in the that, for instance, map an overlay group to an application 
network to be upgraded to recognize and forward a new 55 type or describe the attributes of an overlay group so that it 
packet type. No change to the existing routing infrastructure can be mapped into locally defined traffic classes in different 
is needed because of the two-layer addressing scheme. That parts of the network. For fiows that require application-level 
is, existing multicast routers can remain intact while new processing and/or traffic management, a special "setup mint" 
overlay routers are installed at the borders of administrative provides the requisite information and must precede the 
boundaries, or domains. We thus exploit existing native 60 transmission of data. Packets are dropped by the overlay 
multicast routing technology within administrative domains network if the setup mint is not present, including the time 
and across transit domains when and where available. during which the setup mint is in transit. 

2.1 The Overlay Multicast Service Model 

In contrast to native IP Multicast, the overlay multicast 65 
service model transforms packets as necessary in order to 
forward application-level fiows in a bandwidth-managed 

2.2 VIrtual Interfaces 

A fundamental communication construct in overlay mul
ticasting is a path abstraction called a "virtuallinlc", which 
joins together an overlay router with other overlay routers 

- ... ~ .. ~: 
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and with end hosts. The (virtual) attachment abstraction of 
8 

multicast addresses is reserved for administrative scope 
(239.0.0.0 to 239.255.255.255) and since administratively 
scoped traffic does not flow across boundaries, scoped 
addresses need not be unique across organizational bound-

a link to an overlay router is called a virtual interface or VIF. 
There are three primary classes of VIF: a transit VIF (TVIF) 
interconnects two or more overlay routers in a peering 
relationship, a leaf VIF (LVIF) interconnects end hosts with 
native multicast connectivity to the overlay network, and a 
unicast bank VIF (UVIF) interconnects end hosts without 
multicast access via unicast to a "nearby" over1ay router. 

s aries. 

Applications send_and_receive_OMN packets through an 
overlay router that manages the LVIR The overlay router 10 
transforms each native multicast packet into an overlay 
packet by encapsulating it in an overlay header, which is 
situated between the UDP header and application payload. 
This overlay header includes the destination overlay group, 
which consists of a 32-bit rendezvous point (RP) identifier 15 

Associated with each VIF is a rule by which overlay 
multicast addresses are mapped onto the overlay scope, or 
range of native multicast addresses. An overlay scope is 
expressed as an IP4 Class D address and a prefiX length; e.g., 
249.2/16 represents the block of addresses from 249.2.0.0 to 
249.2.255.255. An algorithm to deterministically map an 
overlay multicast address into an address in an arbitrary 
overlay scope can be easily constructed using well-known 
bashing techniques. 
2.2.2 Leaf VIFs 

and a 32-bit channel number. When a packet reaches its Multicast traffic enters and leaves the overlay network 
destination LVIF, the last-hop overlay router strips off the through a special VIF called a "leafVIF' (LVIF) (so called 
overlay header and forwards the packet to the end host (or because these VIFs are situated at the leaves of the multi-
set of end hosts) using unicast (or multicast) UDP.. point overlay distnbution tree). FIG. 2 is an illustration of 

Each transit VIF represents a link in the overlay network 20 overlay routers arranged in leaf and transit domains. To 
topology and overlay routers forward packets to each other contain and control traffic within the LVIF, a TIL-based 
over these virtual paths. A collection of overlay routers can multicast scope is imposed at the desired boundary of the 
peer with one another as a group over a "multicast transit leaf. That is, to create an LVIF, a network administrator 
VIF'. Overlay routers can peer with each other directly in a determines which subnets in the network should comprise 
"point-to-point" configuration using a "unicast transit VIF'. 25 that LVIF, and in turn, configures each router attached to 
In addition, end-hosts inject/receive packets from the over- those subnets with an appropriate TIL threshold. In tum, 
lay network by either (1) transmitting packets into a leafVIF applications and overlay routers inject traffic into the LVIF 
using native multicast or (2) transmitting packets directly to with a TIL less than the threshold thereby containing the 
an over1ay router using unicast UDP. For the latter case, the reach of raw multicast traffic as desired. 
address of a nearby overlay router can be queried using a 30 Unfortunately, TIL scopes can lead to inefficient use of 
directory service. bandwidth because TTI...-scoped traffic often cannot be 

An example of overlay routing is shown in FIG. 1. FIG. "pruned" off subnets that have no interested receivers. To 
1 shows overlay routers (ORs) arranged to handle traffic in remedy this, administrative scope boundaries can be placed 
a transit domain_using native multicast, and in a point-of- precisely along the border of the leaf scope in question. If 
presence system between a native router (R) and remote 35 applications then use addresses from these ranges, the traffic 
access concentrator (RAC). Many such arrangements of is consequently scoped and pruned off subnets (within the 
overlay routeiS are possible. The number, placement and leal) for which there are no receivers. However, because the 
physical connection of overlay routers is a design tradeoff overlay network effectively bridges spatially distinct muJti-
with respect to desired efficiency, cost and features as is cast sub-regions, the usual locality implied by administrative 
practicable. 40 scopes no longer applies. Th~ such scopes must be care-
2.2.1 Overlay Scope fully used and set aside for use only for the overlay network 

When an overlay router sends an overlay packet out a VIF, (i.e., not relied upon for other uses of scoped traffic since the 
it must determine the network-layer address of the "next overlay network deliberately leaks this traffic outside the -
hop". If the VIF is composed of only a single peer, then the region). Another problem with administrative scopes is that 
address is simply the unicast address of that peer. But, for a 45 different sites might choose different address ranges for 
collection of peeiS, the overlay router must map the overlay scopes. Thus, the overlay multicast architecture reserves a 
group into a native multicast group so that the peeiS can special range of administratively sooped addresses to be 
receive the traffic efficiently using native multicast. To used exclusively for the purpose of imposing boundaries on 
provide controls over transit traffic containment, this address leaf VIFs. 
is chosen from a range of administratively scoped addresses, 50 Given that the LVIF scoping abstraction is in place to 
which are configured into the overlay router when the constrain the reach of data traffic, end hosts and overlay 
peering relationship is established. This scope is referred to routers still must exchange control traffic in order to deter-
as an overlay scope in the OMN architecture. mine which traffic to forward into and out of the LVIF. That 

The native IP multicast service supports two type of is, the overlay router at the edge of the domain must 
"scoping" abstractions: hop-based scope and administrative 55 somehow determine the set of multicast groups that it must 
scope. In hop-based scope, the time-to-live (IlL) field in listen to in order to receive traffic from active senders. 
the IP packet header constrains the distnbution of a packet. Likewise, it must determine whether receivers are present 
Because the TIL limits the number of forwarding hops that for any overlay group in question so that it can join the 
a packet can sustain before being dropped, the source host co~sponding group across the overlay network (see the 
can constrain the reach of the packet by setting the TTI...field 60 Section 4 below) and forward the consequent traffic from 
to an appropriate value. In administrative scope, routing sources in other remote LVIFs into the local LVIF. To solve 
boundaries are configured bordeiS between scopes (e.g., these problems, end systems and overlay routers utilize 
between separate mganizations). A routing boundary is control protocols that run over well-known multicast groups 
represented by a range of multicast addresses, i.e., an and TCP to carry out the necessary state exchanges. 
administrative boundary is imposed by preventing multicast 65 Receiver overlay group membership is reflected to overlay 
packets that fall within the administrative address range to routers through a protocol called the Domain-wide Group 
be blocked at that boundary point. A special block of Membership Protocol (DGMP). The presence of senders for 

~(~~ .. 
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a given overlay group is signaled though the Overlay Sender 
Setup Protocol (SSP). In tum, senders use MINT to further 
attach attnbutes to their flows to effect application-level 
processing and bandwidth management of their traffic within 
and across the overlay network. 5 

To enhance fault tolerance and improve routing 
performance, multiple overlay routers may be attached to a 
single LVIF. When multiple overlay routers are incident to 
an LVIF, they intercommunicate with each other to elect a 
designated router (DR) for the LVIR The remaining overlay 10 

routers are demoted to subordinate status. As such, only the 
DR injects or extracts traffic from the LVIF, while the 
subordinate routers act as backups in case the DR goes 
down. In addition, the subordinate routers may peer with the 
DR using the normal peering relationships (see below), 15 

which improves the routing performance by potentially 
reducing the path lengths from a given LVIF that may be 
connected to multiple external networks. 

In short. to receive or send packets into an OMN Network, 
end hosts explicitly register their intention to do so by using 20 

a combination of protocols that run across the LVIF. 

L VIF Receivers 

The receiver group membership protocols are relatively 
straightforward compared to the sender setup process. 25 

Unlike senders, which must descnbe their flow attnbutes, 
receivers simply announce their interest for a particular 
group to the overlay routers in the LVIF using DGMP, which 
is a standard protocol based on the lnterdomain Multicast 
Routing (IDMR) Working Group's protocol for "Domain 30 

Wide Multicast · Group Membership Reports". Like this 
related wor]4 DGMP resembles the Internet Group Manage
ment Protocol (IGMP), but rather than run on isolated 
LANs, it runs across the LVIF. In this scheme, one or more 
overlay routers are attach(:d to an LVIF and exchange 35 

messages over a well-known multicast group (the "DGMP 
channel"). A distributed election algorithm chooses one 
overlay router to be the designated router. This router, in 
turn, solicits membership reports by multicasting a "query" 
packet on the DGMP channel. All end hosts then announce 40 

their interest in all groups they wish to receive by multi
casting "report" packets on the same DGMP channel. 
DGMP, unlike IGMP, does not suppress duplicate report 
packets, which means that the overlay router and/or moni
toring systems running in the LVIF can learn of all active 45 

multicast receivers (e.g., for accounting or diagnostics). To 
avoid traffic transients induced by synchronized feedback, 
end hosts wait a random amount of time before generating 
their report packet (such that report traffic is spread 
adequately across the reporting interval). Since the overlay so 
router controls the query rate, control bandwidth overhead 
can be easily traded off for membership accuracy through 
adjustments made only to the infrastructure (i.e., the overlay 
router). 

To support unmodified multicast clients, a third-party end ss 
system may act as a proxy for another bost. That is, an IP 
host may respond to DGMP queries on behalf of another. 
With this proxy capability, an agent can be built that 
passively monitors IGMP messages on a LAN, converts the 
Class D multicast addresses carried in the IGMP packets to 60 

overlay groups, and relays this overlay group information 
onto the DGMP channel. If this agent is placed on each LAN 
within an LVIF, then no changes are needed to support the 
receive path of conventional, unmodified multicast applica
tions. That is, the agent notices whenever a receiver in its 65 

attached LAN joins a multicast group and relays tbe appro
priate overlay group membership messages on the LVIF-

10 
wide DGMP channel. Note that under this scheme, when a 
proxied application exits, the IGMP reports cease, which 
automatically prevents further generation of DGMP mes
sages. 

Once the DR learns that receivers for a given group exist 
in its incident LVIF, it informs the routing subsystem which 
causes packets addressed to that group to be delivered from 
anywhere in the overlay network. When a packet addressed 
to that group arrives at the DR, the packet is forwarded onto 
the LVIF using UDP. At this point, the overJay header is 
removed and the packet is addressed to the UDP port 
indicated in said header. 

U nicast Receivers 

In many cases, multicast connectivity will not reach 
everywhere and many clients may want to connect to the 
overlay network without the aid of multicast. In this case, a 
receiver interacts directly with an overlay router with unicast 
communication. The receiver consults a well-known direc
tory service to provide the IP address of an overlay router. 
In turn, it sends control information indicating the overlay 
group desired and the transport connection parameters that 
the overlay router should use to forward that group's traffic 
(e.g., UDP or TCP port numbers). In addition, the client can 
provide the overlay router with additional application-level 
information that will allow it to optimize the delivery of 
traffic to that destination. For example, the client's Internet· 
access bandwidth could be included so that the overlay 
router can deliver a version of the overlay multicast traffic 
signal that will adhere to this bandwidth constraint and thus 
not congest the network. 

Clients do not have to contact the directory service 
directly. For example, existing clients can be made to join 
the overlay group as a side effect of clicking on a web link 
(as discussed below). 

LVIF Senders 

In IP Multicast, senders simply transmit packets to a 
group address without invoking any sort of control protocol 
like IGMP. In tum, routers directly attached to the local 
subnet simply detect these multicast packets and forward 
and route them accordingly. However, this is not easily done 
at the application layer since an overlay router must explic
itly join the native group in question in order to receive 
packets. Thus, the OMN architecture reqUires an analog 
protocol to DGMP for signaling the presence of sources 
within the LVIF to the attached overlay routers so that they 
can join and leave native groups as required. Additionally, 
the application-aware nature of the OMN infrastructure 
requires that source descnbe the characteristics and behavior 
of their flows. Since this state needs to be signaled reliably 
into the networ]4 an end host requires a reliable transport 
protocol between it and its nearby overlay router to transmit 
this state. Rather than implement one protocol, modeled say 
after DGMP, for signaling the presence of senders and 
another that provides a reliable delivery model for transfer
ring How state to the overlay router, these two functions are 
merged into a single protocol, the Overlay Sender Setup 
Protocol (SSP), which in turn leverages TCP to provide 
reliability. Using SSP, a sender (or proxy thereof) informs 
the DR of the overlay group and UDP port that it uses to 
carry its traffic. This allows the DR to join the group in 
question and relay said traffic from the indicated UDP 
multicast group and port into the overlay network. To effect 
the exchange of control state, the sender establishes an SSP 
connection with the DR, which is determined or discovered 
with a or resource discovery protocoL 
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SSP a1so provides the interface for senders to publish data 
into the overlay network via MINT. Mints are injected into 

12 
parameters (e.g., UDP or TCP port numbers) that the overlay 
router then uses to receive that group's traffic. Once this 
connection is established, the sender can inject traffic into 
the overlay network using unicast. 

the network using a simple protocol layered on top of the 
SSP channeL That is, SSP provides the conduit both for 
senders (or proxies) to signal their intention to send to a 
given overlay group and for senders to publish reliably 
disseminated mints into the overlay network. To support 
unmodified, native multicast clients. a third party agent 
(which we call a shim) may perform the SSP and MINT 
signaling functions on behalf of the unmodified client or 
server. 

s 2.23 Transit VIFs 
Once a packet has been successfully delivered to an 

overlay router either across an L VIF via multicast or via 
direct unicast communication, it is propagated to all other 
LVIFs and unicast receivers in the overlay network that 

10 include membeiS interested in receiving traffic sent to the 
overlay group in question. To accomplish this, the first-hop 
overlay router prepends an overlay packet header on the 
UDP payload and forwards the traffic to peer overlay routers 

Once a setup binding is signaled into the network via SSP, 
the state is refreshed to peiSist; otherwise, the DR assumes 
the sender is no longer present and tears down the corre
sponding state. This can occur directly within SSP via 15 

explicit refresh messages, or it can be refreshed indirectly as 
a side effect of the sender generating data packets. That is, 
if the sender is continually active, there is no need to 
maintain the SSP connection (e.g., a streaming video server 
thai plays out a live broadcast). OtheiWise, if the sender is 20 

"bursty .. (i.e., alternates between active and idle periods), 
the sender state must be maintained by leaving the SSP 
connection in place (and relying upon SSP keepalives to 
maintain the connection). One disadvantage of the data
driven approach, however, is that if the DR crashes, the 25 

binding must be re-established when the DR resumes or 
when another DR takes over. 

Before the network will forward a traffic for a particular 
overlay group, some source in the network must publish a 
special, system-reserved flow descriptor mint for that group, 30 

which descnbe8 the media type of the flow and provides 
descriptive information that allows overlay routers to map a 
flow onto a locally-defined traffic class. This, in tum, allows 
overlay routers to perform application-specific processing 
and traffic management .. If the flow does not need to be 35 

explicit managed or processed by the OMN infrastructure, 
then a flow descriptor indicated such (i.e., a best effort 
descriptor) must still be published into the network. Packets 
are dropped by the OMN until the flow descriptor is dis-
seminated properly. 40 

It is an error for multiple flow descriptors to be published 
into the network for a single overlay group from different 
sources. If this occurs, conflict resolution heuristics are 
invoked, but the results are undefined. The error condition is 

45 
detected and propagated to the overlay network management 
facilities to be fed back to the user or users causing the 
problem and/or to a network operator. 

according to multicast "routes" that span transit virtual link 
interfaces (TVIF). Overlay routers forward the packet based 
on the overlay group stored in the overlay header. In effect, 
a TVIF provides a virtual interconnection between virtually 
adjacent overlay routeiS. 

Two or more overlay routers peer with each other across 
a TVIF using two types of communication channels: 

a bi-directional TCP connection to exchange control mes
sages (i.e., routing messages and group membership 
state), and 

a unidirectional, connectionless UDP channel to forward 
data packets. 

We refer to these two abstractions as the control channel 
and data channel respectively. 

The data channel may be either unicast (called a TVIF) or 
multicast (called a multicast 'IVIF), and in either case, 
packets are framed over UDP. In the unicast case, packets 
are simply transmitted to the adjacent peer using that peer's 
lP address and a well-known UDP port. That peer, in tum, 
receives the packet on the expected UDP port and inspects 
the overlay header to determine where to route the packet 
next, and so forth. 

The Multicast TVIF 

The multicast case is more complex and interesting. Here, 
a collection of overlay routers peer with each other using 
native multicast running across a single TVIF. In this case, 
the communication abstraction is isomorphic to a fully
connected mesh of overlay routers but with the efficiency of 
multicasl The control channels are effected using a fully-
connected mesh of TCP connectio~ while the pairwise 
virtual data channels are effected using a single native 
multicast group. To isolate this multicast traffic to a well
confined region, peer routeiS may be placed in an overlay 
scope, where either or both administrative and TIL scope 

Unicast SendeiS so boundaries limit the reach of data traffic. This scope defines 
a specific segment of the overlay network and peer routers 
forward overlay packets to each other by embedding them in 
native multicast datagrams. To effect this, overlay routers 

In many cases, multicast connectivity will not reach 
everywhere and many clients may want to connect to the 
overlay network without the aid of multicast. In this case, a 
sender interacts directly with an overlay router with unicast 
communication to transmit traffic into the overlay multicast 55 

network. The sender consults a well-known directory ser
vice to provide the IP address of an overlay router at the edge 
of the OMN netwoik. In another eonfiguration, the sender 
can be statically configured with the address of a nearby 
overlay router. The sender sends control information indi- 60 

eating the overlay group that is to be used and application
level information that describes the contents of the trans
mission. In addition, the sender publishes arbitrary flow 
description information, disseminated via MINT, which can 
be used by traffic management policies within the network 65 

infrastructure. To initiate communication, the sender and 
overly router allocate and exchange transport connection 

map overlay addresses onto native group address using a 
well-defined hash function and the peers that are interested 
in receiving a certain overlay group join the corresponding 
native group at the network layer. In this fashion, overlay 
routeiS exploit native multicast routers across the transit 
regions in an efficient manner. 

For example, suppose there are three routeiS ~ B, and C, 
and overlay groups Gl and G2. Further suppose that the 
spanning tree for group Gl is incident to A and B and the 
spanning tree for G2 is incident to all three routers. Then, A 
and B would join group Gl where~ B, and C would all join 
group G2. Thus, when A sends packets to Gl, they are sent 
only to B, and when anyone sends packets to G2, they are 
sent to everyone in this set. 
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Because of the transparency of the OMN infrastructure, 
end clients would not normally know bow and when to 
connect to an overlay router. Thus, redirection can be used 
(as in H1TP) to redirect a given client away from the origin 

However, overlay routers cannot natively join an overlay 
group. Instead, they hash the overlay group to a native 
group, where the hash function is chosen to map the entire 
overlay address range into the native multicast address range 
that is bound to the overlay scope of the multicast TVIF. Call 
the hash function that performs this mapping "h( )."Thus, 
when an overlay router learns that it is incident to the 
multicast routing tree for some overlay group G with respect 
to a particular multicast TVIF, it joins the native multicast 
group h(G). In turn, any peer routers that forward packets for 
group G on that TVIF, will send the packet to group h(G) and 
the router in question will consequently receive the desired 
traffic. For example, A and B would exchange packets by 
joining and sending packets to group h(Gl), whereas .A, B, 
and C would each join group h( G2) and forward packets to 
each other over that native group. Note that each TVIF may 
have an h(.) that depends on the overlay scope used to define 
that TVIF. 

5 server that advertises streaming content, say, to a nearby 
overlay router. A content-aware redirection server can be 
used to map an IP address, for instance, to a nearby overlay 
router. Alternatively, in a reverse-proxy streaming 
configuration, the end client could be redirected to one of a 

10 large number of overlay routers at a centralized broadcast 
site arranged in a cluster for load balancing. 

There are two types of unicast-bank VIFs (LVIF): unidi
rectional and bidirectional. In the unidirectional variant, 
clients cannot send traffic into the OMN (though they can 

15 send application-specific feedback to the incident overlay 
router), whereas in the bi-directional variant. clients can in 
fact do so. The former case is well matched to one-to-many 
applications like broadcast streaming media. while the latter 

Moreover, the overlay scope can configured with an 
arbitrary address range so that multiple multicast TVIFs can 20 
overlap in non-trivial and interesting ways. Thus, a single 
router can be virtually attached to multiple, isolated multi
cast scopes and forward traffic among them. 

For example, in the above soenario,A, B, and C form one 
TVIF, while C, D, and E might form another. In this case, if 25 

we ensure that the multicast address ranges for the overlay 
scopes that define two TVIFs are disjoint, then C can 
efficiently forward traffic between the two regions. In effect. 
two hash functions. say bl and b2, would map overlay 
groups to native groups in the two TVIFs. Th~ C would 30 

forward a packet addressed for overlay group G from the 
first TVIF to the second TVIF by receiving packets sent to 
the native group hl(G) and forwarding those packets to the 
native group a b2(G). (As explained later, the overlay router 
performs several important checks to ensure that the traffic 35 

is received in congruence with the routing state so as to 
avoid traffic loops and so forth.) 

Because multiple overlay groups may, in general, hash to 
the same native multicast group, there is a potential for 
address collision. However, these sorts of collisions merely 40 

result in bandwidth inefficiency and do not cause packets to 
be incorrectly routed. The reason for this is that the for
warding logic in an overlay router is based on the overlay 
address carried in the overlay header, not on the native, 
network-layer address. Thus, the next-hop native multicast 45 

address need not be unique. The only adverse affect of a 
collision is that traffic may flow to an overlay router that has 
no interest in receiving that traffic thus wasting network 
bandwidth. In effect. we have a tension between the size of 
the address block used (and hence the amount of group-state 50 

stored in the native multicast routers) and the bandwidth
efficiency of the scheme. 
2.2.4 Unicast-bank VIFs 

To support clients without direct multicast connectivity 
(which may be the predominant form of interaction with an 55 

overlay network into the indefinite future), the overlay 
multicast service interface includes a mechanism whereby 
clients can communicate directly with an overlay router over 
UDP unicast. Here, an end-host contacts the overlay router 
through some application-specific fashion (e.g., a Web 60 

request for a video stream) and establishes group member
ship for a particular overlay group. The setup state, including 
the overlay group in question, is specified in the connection 
setup process, e.g., tbe overlay group could be embedded in 
a Web URL and HTfP could be used within an overlay 65 
router to accept requests from senders and receivers to attach 
to the overlay network. 

case is appropriate for many-to-many applications like video 
conferencing. 

As a practical concern, the unidirectional case scales more 
gracefully than the bi-directional case because the packet 
replication process can occur after the management and 
routing decision. That is, a unidirectional UVIF can simply 
"machine gun" a copy of a given packet to all the end-clients 
subscnbed to the given group~ rather than schedule and 
process each such packet individually {thus necessitating 
copying and allocating memory for this function). The 
bi-directional case, on the other band, provides richer con
trol because it allows for fully meshed intc!rcommunication 
in a bandwidth-managed fashion. 

Group membership is implied by the presence of the 
unicast end client. When the client requests attachment to a 
given overlay group, the incident overlay router treats the 
client as in the LVIF case and propagates group membership 
state as needed to initiate reception of traffic sent to the 
overlay group in question. The group membership state is 
timed out using various heuristics and application-level 
hints. For example, if the overlay router begins to receive 
port unreachable or host unreachable ICMP messages, then 
the flow will be terminated and the overlay group unsub-
scribed to (unless there are other hosts receiving said 
group,s traffic through the UVIF). Alternatively, if the client 
uses TCP control connection to initiate the UDP flow-as 
does the Real-time Streaming Protocol (see, RFC2326), then 
the presence of the persistent TCP connection can be used to 
wire down the group state. Once the connection is closed or 
aborts, the state can be expired and the group relinquished. 

3. Application Shims 

Unlike the IPMulticast service model-where senders do 
nothing more than transmits packets to a group address-the 
ONIN forwarding infrastructure requires that a source 
announce its presence on a well-known, domain-wide con
trol group (i.e., via DGMP) or signaled directly to an overlay 
router via SSP. If the end-hosts were OMN-aware, these 
control messages could be generated directly by the host. 
However, to maintain compatibility with existing applica
tions and reduce the burden on application developers, the 
OMN architecture assumes that some other agent in the 
network can generate these messages on behalf of the 
sending application. An agent that provides this type of 
middleware glue is referred to as a "shim". 

Applications like the Real Networks G2 Server, Microsoft 
Netshow, Cisco IP!fY, and the MBone tools can bridge into 
an overlay network by building shims around the applica
tions. The shims configure the tools appropriately and signal 
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overlay group setup information to a nearby overlay router 
using the techniques described above. A shim can be a 
non-trivial application and export a sophisticated user inter
face. For example, a broadcast control center could be built 
that provides the OMN signaling information to bridge s 
between a bank of RealNetworks G2 servers and a cluster of 
overlay routers arranged in a mesh. 

16 
explicitly communicates with the plugin to adjust its rate. By 
providing specific feedback as to what rate the plugin can 
expect to achieve on each output link, the plugin can adjust 
the rate of the flow it manages to fit into its allotment. 

The plugin framework is extensible. As new applications 
are introduced into the network, the overlay broadcast 
infrastructure can be easily and incrementally upgraded by 
dynamically downloading plugins that handle the new traffic 
types as needed. Abstractly, plugiDs execute in a "sand-Note that there is no pressing need for a specialized shim 

on the receive side of an application. For example, if a 
receiver joins through a UVIF, the overlay router is directly 
informed of all required control information. Likewise, if an 
unmodified receiver application joins a multicast group, an 
agent on the attached LAN can snoop the IGMP traffic and 
relay appropriate DGMP signaling information to the des
ignated overlay router in a generic fashion. That is, the 
receiver need only specify its presence and interest for a 
group and need not provide any additional signaling state. 
Shims are not necessary in all applications but can be used 

10 boxed" process context and intercommunicate with the 
· overlay router through a narrow application-programming 

interface called the Plugin API. We can think of the overlay 
router plugin abstraction as an analog to Web browser 
plugins. Just as a browser plugin is selected based on a Web 
object's Multi-Purpose Internet Mail Extensions 

15 ("MIME"-see RFCs 1521 and 1522) type, the overlay 
router plugiD is selected according to the traffic flow type 
signaled via MINT. . 

to perform a web redirection process, as desired. 

4. The PlugiD Framework 

Given the goals of this plugiD bandwidth management 
framework, a number of problems must be solved. First, 

20 packets must be classified, that is assigned to a certain traffic 
category, so that traffic can be managed in a policy-oriented 

Because overlay routers are situated at points of admin- fashion. Second, bandwidth must be allocated and shared 
istrative disconnect and bandwidth heterogeneity and among application specific processing agents.'Ihird, packets 
because they are application-aware, they provide a strategic must be actively scheduled to ensure that the traffic class 
vantage point for carrying out traffic management that 25 policies and bandwidth allocations are adhered to. Finally, 
accounts for locally and globally defined administrative bandwidth policies must be defined, administered, and 
policies as well as the semantic; of the underlying data flow. attached to the virtual links in the network. 
Traffic management in multicast is especially difficult 
because the receivers for a given group may be situated 
along a heterogeneous set of network paths thus preventing 

30 

a source from simply sending a packet flow to all receivers 
at the same rate. To solve this problem, the OMN architec
ture includes a traffic shaping stage that is applied to each 
overlay group's packet stream before it is transmitted over 
a virtual link in the overlay network. To effect this 

35 

functionality, a hierarchical class-based bandwidth alloca
tion scheme apportions the available bandwidth across a set 
of application-level processing agents, called plugins, that 
manage each group's packets 

40 
The plugin framework transforms an overlay router into a 

flexible and extensible platform for migrating application
level functionality into the network in a safe and restricted 
fashion. Each media flow is bound to an application-level 
handler, called a plugin, that can flexibly transform, thin, or 45 
otherwise control the flow it manages. The plugin data path 

5. Routine 

A collection of overlay routeiS forms a logical, overlay 
network that provides the conduit for efficiently distributing 
media :flows using the multicast forwarding techniques 
described herein. However, in order to properly forward 
packets across the overlay network, the overlay routers must 
know how to route packets across the network such that all 
interested receivers receive a single copy of each packet and 
no traffic loops arise. To this end, the OMN architecture must 
carry out two fundamental routing tasks: 

the overlay network must compute efficient spanning-tree 
routes for multicasting packets from every potential 
source to every potential receiver, and 

the network must track group membership along the 
distribution tree to prevent multicast traffic from flow
ing where it otherwise is not needed. 

Rather than invent new routing protocols from scratch, 
the OMN architecture leverages existing multicast routing 
technologies that compute spanning trees and track group 
membership in a scalable fashion~ but at the application 
layer rather than the network layer. The core approach is 
based on the Border Gateway Multicast Protocol (BGMP), 
but we simplify the so-called "rendezvous problem" (see 
below) by explicitly including the rendezvous point in the 
upper 32 bits of the overlay group address. To scale the 
routing infrastructure, overlay routers may be clustered into 

is tightly integrated with forwarding semantic; of the appli
cation data and adheres to the policy constraints imposed by 
external management and configuration tools. In a nutshell, 
plugins are application-level entities that are situated in the 50 
forwarding path of the overlay routers. Feedback from the 
packet scheduler informs the plugiD of congestion and/or 
bandwidth availability, thereby allowing the plugin to best 
utilize available network resources in a tightly controlled 
fashion. ss routing "broadcast hubs", where the routers that comprise 

the hub are interconnected with a high-speed multicast
capable LAN. Hubs, in tum, are interconnected across the 
wide area. In this way, traffic can be load-balanced between 
wide area hubs by spreading groups (i.e., broadcast 

For example, a plugin might perform stream thinning 
within the network according to the bandwidth throughput it 
attains from the bandwidth allocator. If a media flow is 
represented as a number of simulcasted sub-components, 
each at a different bitrate and corresponding quality, then the 
plugin could forward the maximum number of streams that 
the bandwidth policy permits, thereby accommodating 
bandwidth heterogeneity from within the network infra
structure. 

60 channels) across multiple overlay routers. Likewise, unicast 
join requests can be distnbuted evenly across a broadcast 
hub to balance the load of an arbitrary number of client 
viewers. 

To maximize the efficacy of the application-level adapta- 65 

tion capability afforded by the plugin framework, the sched
uler that controls the transmission of packets across VlFs 

5.1 Multicast Routing Background 

The fundamental problem in multicast routing is to build 
up state in the network that interconnects each source with 
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every interested receiver via some sort of routing tree. This 
is typically called the "rendezvous problem", i.e., how 
multicast receivers and sources find each other in a scalable 
distributed fashion. Roughly speaking, there are two funda
mental approaches to this problem: (1) broadcast traffic s 
everywhere and prune it back from regions of the network 
where there are no interested receivers, and {2) broadcast 
traffic toward a core and have receiveiS join a broadcast 
cbanoel by sending control messages to that core. 

Unfortunately, "broadcast and prune" is quite unscalable 10 
since traffic goes everywhere in the network. On the other 
hand, anchoring a tree at a core (or "rendezvous point") in 
the network is more scalable but has the disadvantage that 
the participants must know where the core is (or the network 
must maintain a mapping from multicast group addresses to 15 
cores). A number of ad hoc approaches for this have been 
proposed in the research literature (for CBT and SM-PIM), 
but BGMP takes a novel approach where multicast addresses 
are bound to source domains. In this model, the network 
maintains a distributed mapping between multicast 20 
addresses and source domains. A key novelty in BGMP is to 
represent this mapping as a set of routes. That is, each 
BGMP domain- is configured with one or more blocks of 
multicast addresses and that BGMP domain advertises these 
blocks (via scalable prefixes) across the BRs using a routing 25 
protocol like M-BGP, a Border Gateway Protocol for 
exchanging routing information between gateway hosts. The 
effect is that each border router then knows the shortest path 
toward the "owner domain" of a given block of millticast 
addresses. Thus, when a border router receives a join mes- 30 
sage for a given group, it can consult this auxiliary routing 
table to propagate the join toward the source domain and 
record or modify the "local view" of the multicast spanning 
tree in a forwarding table (the Forwarding Information Base 
or Fffi). In short, the M-BGP routing table is used exclu- 35 
sivel y to set up the bi-directional tree and once the tree state 
is established in the FIB, the border router consults only the 
FIB to make forwarding decisions. In BGMP terminology, 
the source domain is called the "root", the routing table of 
multicast address blocks is called tbe "multicast RIB", and 40 
the forwarding table constructed from joinJleave BGMP 
messages (which are routed via the Rffi) is called the ''tree 
state table". 

Given that this scheme relies upon each root domain 
owning some set of multicast address blocks, the natural 45 

question arises as to how these addresses are allocated in a 
decentralized, robust fashion. To this end, BGMP proposes 
that some companion protocol issue address blocks dynami
cally acrossdomainsin a hierarchical fashion. The Multicast 
Address Set Claim (MASC) protocol has been proposed to so 
serve this function for BGMP. The basic model in MASC is 

18 
reclaims a block of addresses, all the applications that are 
using that address must perform reallocation, presumably in 
some synchronized fashion. In addition, this framework is 
complicated by the fact tbat address blocks will become 
fragmented over time as applications allocate and release 
addresses from the various available blocks. In short, main
taining a decentralized, robust address allocation 
architecture, especially in the face of intermittent connec
tivity that is so commonplace in the Internet, appears to be 
fragile and difficult to deploy. Fortunately, these problems 
can be quite easily overcome if the address architecture can 
be changed (and since we are building a new overlay 
network infrastructure, this is easily done). By using a 64-bit 
address for the broadcast channel address, the IP address of 
the core can appear explicitly as tbe upper 32-its of the 
overlay address. 

The beauty of embedding prefix-based root domains in a 
larger address is that the resulting scheme is completely 
compatible with the BGMP multicast RlB because the root 
domain prefix is simply treated as additional bits of the 
multicast address. And the M-BGP style aggregation of 
multicast address blocks only requires a route computation 
that effectively uses root domain identifiers instead of mul
ticast address blocks (because they are one in the same). In 
short, the RIB is a routing table that gives shortest path 
routes to the rendezvous points and has no dependence per 
se on overlay group addresses. 

In light of this discussion, the OMN architectural com
ponents for overlay multicast routing are based on: 

a path-state routing (PSR) protocol to compute shortest
path routes toward the rendezvous point, and 

an overlay group membership (OGMP) protocol based on 
BGMP to track group me~bexship across the OMN. 

5.2 Path-State Routing Protocol (PSR) 

In order to effectively build the multicast spanning trees, 
each overlay node must know the next hop along the shortest 
path from that node to the rendezvous point That is, 
spanning trees are incrementally built up as group member
ship requests (graft and prune messages) are sent toward the 
rendezvous point according to the group's route. Thus, 
overlay routeiS run a distributed routing algorithm to com
pute these shortest paths. 

As in BGMP, the OMN architecture exploits a path-state 
routing protocol to compute such routes. Any node in the 
overlay network may be configured as the rendezvous point 
for some set of overlay address prefixes (i.e., which may be 
the unicast address prefixes of the particular set of hosts 
within its domain). Once so configured, a node advertises 
"reachability" to that rendezvous point via itself. In turn, its 
directly attached neighbors propagate this reachability infor
mation to its neighbors and so forth. As in BGP, each 
advertisement includes the entire path of nodes to which the 
route corresponds, which allows the system to easily detect 
and avoid potential routing loops, and allows admiDistrative 
policies to control how routes are illtered and propagated. As 
descnbed above, the OMN architecture accounts for and 
optimizes the case that transit domains are implemented 

to arrange domains into a hierarchy and have children 
domains request blocks of multicast addresses from their 
parents, which in tum requests larger blocks from their 
parents, and so on up to some top-level domain that owns the ss 
entire multicast address space. The address blocks are 
claimed and released using timeouts in a fashion similar to 
how Dynamic Host Configuration Protocol (DHCP
RFC2131) allocates temporary IP addresses in a local net
work. 60 using native multicast. That is, overlay routeiS forward 

packets to a group of peer routers simply by transmitting a 
single copy using native multicast. This, however, has no 
bearing on the path-state routing computation since this 

Unfortunately, the dynamic approach to address alloca
tion taken by MASC introduces substantial complexity and 
potentially hard-to-predict dynamics. It is also not clear how 
top-level addresses will be arranged or what incentives will 
be in place to prevent sub-domains from requesting too 65 

many addresses. Moreover, the architecture relies upon 
address allocation preemption, where if a parent domain 

method of forwarding is isomorphic with that of unicasting 
a copy to each peer. And, in the overlay topology, each 
peering relationship across a multicast transit VIF is mao-
aged as if it were a separate, point-to-point connection. 
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5.3 Group Membership 

When a host joins (or leaves) an overlay group at the edge 
of the networ.l4 group membership state must be reflected 
into the network in a scalable fashion. The Overlay Group 

5 
Management Protocol (OGMP) carries out this function by 
tracking group membership requests at an overlay node and 
propagating them as necessary to the appropriate peers 
based on the PSR routing data base. 

20 
not another overlay router (that, for instance, might be 
leaking packets into the leaf domain coincidentally). Since 
the OMN architecture requires that senders explicitly signal 
their presence using SSP, the overlay router knows whether 
any given packet is from a legitimate sender in that leaf VIF. 
Note that this is another example where routing at the 
application layer provides a simple solution to bard 
problems-since the routers appear explicitly in the for
warding function we can easily detect loops· using simple 
consistency checks. 

55 Black Hole Avoidance 

One of the major difficulties of interoperability between 
multicast routing protocols is to ensure that disparate routing 
entities agree on the overall multicast routing tree for any 
given group. That is, when a packet crosses a routing 
domain, it must enter the new domain at a point that is 
topologically matched to that domain's view of the distri
bution tree. Yet, if the outer-domain protocol has an alternate 

As in BGMP, the OMN architecture effects group mem- 10 
bership through a graft/prune protocol. When a host joins a 
group, a join message is sent toward the rendezvous domain 
(which is explicitly given in the join request) using PSR 
routes. As soon as the join messages reaches a router that is 
already on the tree, the message stops. The message is sent 15 
hop-by-hop toward the rendezvous point across a TCP 
control connection that manages the peering relationship of 
each pair of overlay nodes. As in BGP and BGMP, the use 
ofTCP connections provides reliability and flow control and 
thereby simplifies the routing protocol 

Likewise. when a source joins a group, a join message is 
sent toward (and all the way to) the rendezvous point. This 
implies that traffic flows to the rendezvous point even if it is 
not necessary to do so to reach all interested receivers. A 
future version of the group membership protocols may be 25 

more sophisticated and avoid this condition. 

20 viewpoint, the packet arrives at the wrong location and is 
dropped. A substantial fraction of the complexity of the 
BGMP protocol specification has to do with making sure this 
mismatch is properly handled for the various multicast 

5.4 Loop Avoidance 

A standard problem in both unicast and multicast routing 
protocols is traffic loops that are caused by inconsistent 30 

views of the routing database at different points in the 
network. This problem could potentially be exacerbated by 
the application-level nature of the OMN architecture and the 
interaction, of the application-level routing infrastructure 
with the underlying network-level multicast layer. In this 35 

section, we discuss this interaction and argue that the OMN 
architecture is in fact robust against looping pathologies. 

routing protocols that exist. 
However, just as application-level routing made the loop 

avoidance problems easy, it likewise provides an easy solu
tion for avoiding black holes. Because network layer 
addresses are rewritten on each hop through the OMN, there 
is no need for overlay routers to ensure that the leaf domain 
multicast routes are congruent with the OMN world view. 
That is, when a packet is injected into a leaf or transit 
multicast VIF, the IP source address corresponds to the 
overlay router not the original source. Thus, black holes 
cannot occur because this traffic is routed exclusively 
against local rules in the containing overlay scope, which are 
not susceptible to any wide-area state. 

A disadvantage of this approach, however, is that the 
original source address does not survive in tact and thus a 
multicast receiver has no direct means to identify the address 
of the origin. Instead, the OMN model assumes that 
transport-level protocols either provide their own mecha
nisms for source identification (as in RTP) or that applica
tions are agnostic to the origin address (as with streaming 
media players from Microsoft and RealNetworks). 

Transaction Example in the OMN Architecture 

One challenges posed by the OMN architecture is that the 
underlying multicast regions used to glue together distinct 40 
multicast transit VIFS might not be completely partitioned 
from one another simply because such isolation might be 
hard to configure (and in fact is difficult to automatically 
ensure). Thus. we could end up in a situation where an 
overlay router R receives a packet say from multicast TVIF 45 
Vl and forwards it to TVIF V2 (out a separate physical 
interface). But if for some reason these two domains overlap 
physically. then the packet forwarded to V2 would reappear Next, a description of hardware suitable for use with the 

present invention is presented, followed by a detailed walk
so through of information transactions using the overlay 

approach of the present invention. 

on domain Vl and R might forward it again creating a 
routing loop. 

Fortunately. the application-level nature of the OMN 
leads to an easy solution for this problem whereby we 
leverage the peering relationship that already exists among 
overlay routers. As such, a router forwards a packet only if 
it arrives from one of its peers within the appropriate transit 55 
VIF. That is, a router accepts a packet only if it came from 
a peer router that it expected it to come from (which it can 
check since, unlike network-layer multicast. the peer's IP 
address appears explicitly in the packet). Thus, in the case 
above, R would see that the second copy of the packet from 60 

VIF Vl had originated from itself and therefore drop it Note 
that this scheme generalizes correctly to indirect loops 
involving multiple VIFs because the set of peers incident to 
a multicast VIF are configured into each overlay node. 

The other case of concern is when an overlay router 65 

accepts a packet from a multicast leaf VIE Here. the router 
must be sure that the source of the packet is an end host and 

Description of Hardware 

FIG. 3Ais an illustration of computer system 1 including 
display 3 having display screen 5. Cabinet 7 houses standard 
computer components (not shown) such as a disk drive, 
CDROM drive, display adapter, network card, random 
access memory (RAM), central processing unit (CPU), and 
other components, subsystems and devices. User input 
devices such as mouse 11 having buttons 13, and keyboard 
9 are shown. Other user input devices such as a trackball, 
touch-screen, digitizing tablet, etc. can be used. In general, 
the computer system is illustrative of but one type of 
computer system, such as a desktop computer, suitable for 
use with the present invention. Computers can be configured 
with many different hardware components and can be made 
in many dimensions and styles (e.g., laptop, palmtop, 
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pentop, server, workstation, mainframe). Any hardware plat
form suitable for performing the processing described herein 
is suitable for use with the present invention. 

22 
server is a machine or process that is providing information 
to another machine or process~ i.e., the "client," that requests 
the information. In this respect, a computer or process can be 
acting as a client at one point in time (because it is requesting FIG. 3B illustrates subsystems that might typically be 

found in a computer such as computer 100. 
In FIG. 3B, subsystems within box 20 are directly inter

faced to internal bus 22. Such subsystems typically are 
contained within the computer system such as within cabinet 

5 information) and can be acting as a server at another point 
in time (because it is providing information). Some com
puters are consistently referred to as "servers" because they 
usually act as a re~itory for a large amount of information 
that is often requested. For example, a World Wide Web 

7 of FIG. 3. Subsystems include input/output (1/0) controller 
24, System Random Access Memory (RAM) 26, Central to 
Processing Unit (CPU) 28, Display Adapter 30, Serial Port 
40, Fixed Disk 42 and Network Interface Adapter 44. The 
use of bus 22 allows each of the subsystems to transfer data 
among the subsystems and, most importantly~ with the CPU. 
External devices can communicate with the CPU or other 15 

subsystems via bus 22 by interfacing with a subsystem on 
the bus. Monitor 46 connects to the bus through Display 
Adapter 30. A relative pointing device (RPD) such as a 
mouse connects through Serial Port 40. Some devices such 
as Keyboard SO can communicate with the CPU by direct 20 

means without using the main data bus as, for example, via 
an interrupt controller and .associated registers (not shown). 

As with the external physical configuration shown in FIG. 
3A, many subsystem configurations are possible. FIG. 3B is 
illustrative of but one suitable configuration. Subsystems, 25 

components or devices other than those shown in FIG. 3B 
can he added. A suitable computer system can be achieved 
without using all of the subsystems shown in FIG. 3B. For 
example, a standalone computer need not be coupled to a 
network so Network Interface 44 would not be required. 30 

Other subsystems such as a CDROM drive, graphics 
accelerator, etc. can be. included in the configuration without 
affecting the performance of the system of the present 
invention. 
· FIG. 3C is a generalized diagram of a typical network. 

35 

In FIG. 3C, network system 160 includes several local 
networks coupled to the Internet. Although specific network 
protocols, physical layers, topologies, and other network 
properties are presented herein, the present invention is 40 
suitable for use with any network. 

In FIG. 3C, computer USERl is connected to Serverl. 
This connection can be by a network such as Ethernet, 
Asynchronous Transfer Mode, IEEE standard 1553 bus, 
modem connection, Universal Serial Bus, etc. The commu- 4s 
nication link need not be a wire but can be infrared, radio 
wave transmission, etc. Served is coupled to the Internet. 
The Internet is shown symbolically as a collection of server 
routers 162. Note that the use of the Internet for distribution 
or communication of information is not strictly necessary to 50 

practice the present invention but is merely used to illustrate 
a preferred embodiment, below. Further, the use of server 
computers and the designation of server and client machines 
is not crucial to an implementation of the present invention. 
USERl Computer can be connected directly to the Internet. 5S 

Served's connection to the Internet is typically by a rela
tively high bandwidth transmission medium such as a Tl or 
T31ine. 

Similarly, other computers at 164 are shown utilizing a 
local network at a different location from USERl computer. 60 

The computers at 164 are coupled to the Internet via 
Server2. USER3 and Server3 represent yet a third installa
tion. 

Note that the concepts of "clienf' and «server," as used in 
this application and the industry, are very loosely defined 65 

and, in fact, are not fixed with respect to machines or 
software processes executing on the machines. Typically, a 

(WWW, or simply, "Web") site is often hosted by a server 
computer with a large storage capacity, high-speed processor 
and Internet link having the ability-..to handle many high
bandwidth communication lines. A server machine will most 
likely not be manually operated by a human user on a 
continual basis, but, instead, bas software for constantly, and 
automatically, responding to information requests. On the 
other hand, some machines, such as desktop computers, are 
typically thought of as client machines because they are 
primarily used to obtain information from the Internet for a 
user operating the machine. 

Depending on the specific software executing at any point 
in time on these machines, the machine may actually be 
performing the role of a client or server, as the need may be. 
For example, a user's desktop computer can provide infor-
mation to another desktop computer. Or a server may 
directly communicate with another server computer. Some
times this is characterized as "peer-to-peer," communica
tion. Although processes of the present invention, and the 
hardware executing the processes, may be characterized by 
language common to a discussion of the Internet (e.g., 
"client," "server," "peer") it should be apparent that software 
of the present invention can execute on any type of suitable 
hardware including networks other than the Internet. 
Although software of the present invention, such as the 
MediaBridge software, may be presented as a single entity, 
such software is readily able to be executed on multiple 
machines. That is, there may be multiple instances of a given 
software program, a single program may be executing on 
two or more processors in a distributed processing 
environment, parts of a single program may be executing on 
different physical machines, etc. Further, two different 
programs, such as a client and server program, can be 
executing in a single machine, or in different machines. A 
single program can be operating as a client for one infor
mation transaction and as a server for a different information 
transaction. 

FIGS. 4A-C are next discussed to present two examples 
of initiating and maintaining an overlay multicast from a 
content source to a requesting destination computer. The two 
examples differ only in the manner in which the destination 
computer makes a request to be included as a recipient of the 
multicast content information. In the first example, the 
overlay multicast is initiated by a unicast request from the 
destination computer. In the second example the overlay 
multicast is initiated by a native multicast request from the 
destination computer. 

In the Figures, an "M" in a box indicates a MediaBridge 
computer that handles the overlay routing of lhe invention as 
discussed above. An .. R" in a box indicates a router, such as 
a typical router on an intranet, the Internet, or other network 
where the router manages the flow of information to, and 
from, a local, or otherwise defined relatively self-contained, 
network that is connected to other networks which are also 
managed by associated routers. in the Figures, one router is 
assnmed to manage a single local area network (LAN) and 
one MediaBridge computer is assigned to each network that 
can receive overlay multicast information, or that can act as 
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a router for overlay multicast information~ according to the "served" by web server computer 104. Web server 104 
present invention. MediaBridge computets are not strictly store~ and serves, information to other computers, such as 
required on every LAN. Unicast attachment with the net- destination computer 102, in the form of web page content, 
work allows a MediaBridge to be situated amitrarily far hyperlinks (i.e., uniform resource locators or "URls") and 
from the client but, in general; the closer proximity of s other formats. 
MediaBridges to clients aids in overlay routing. As dis- I~ the present ~xample! th7 link of int~rest ~ a _link to 
cussed above, MediaBridge computers form an overlay recet:-re the streammg media VIdeo production which ts to be 
network where the computets are in a peering, relationship proVIded by source computer 100. ~e data from _so~ce 
with each other. MediaBridge computers maintain tables of computer 100 may already be streammg when destinatiOn 
overlay groups which are updated via a membeiSbip proto- 10 computer 102 makes a r~ues~ for the strea_m. Preferably, 
col. The tables are used to route information between the source computer 100 registers. Its ~bannel With the overlay 
MediaBridge computers according to subscriptions, or ~etwork so that otb~r MediaBndges and w_eb servers 
membetsbips, to the overlay groups. Critical to the routing know" how to assoctate ~ overlay ch~nel With the data 
is a mapping of overlay groups to native groups by using the stream. For example, a directory servtces table can be 
tables. 15 maintained by web server 104 so that web server 104 can 

FIGS 4A r> h d ail th · FIG 2 b d · tin" carry out the redirection process for a published channel. . =-'-s owmore et anm . y epic g . . 
· d" "dual d "h t " 1 te d M di When the user of destination computer 102 chooses to m 1VI en -user, or os.., compu e~ rou rs an e - . . . . . 
B "dg b th · h th h"t rece1ve the VIdeo program, e.g., by clicking on a link, web a n e computeiS; ut o efWlse s ow e same arc 1 ec- . . 

1ur • FIG 2 F 1 f tw ks 120 · page graphic, symbol or other control, web server 104 e as ill . . or examp e, group o ne or IS a e :_c · h b ib th "d 
" · d · " d · ted · FIG 2 hil th th LAN 20 trans1.ers llll.Onnation on ow to su sen e to e VI eo transit omam as epic m . w e e o er s 

be "d red "l af d ~;--" ~:--·---d b program as shown by the path 106. In the preferred can cons1 e e om<W.J>) as ~ a ove. bodim th · b d · · · A · d · ti u1 • tin · £ bl em ent, e transactions etween estmat10n computer 
cross tran:ott omams na ve ~ bcas g IS. pre era Y 102 and web server 104 are governed by HITP{fCP.-

used to achieve overlay forwarding through umcast peer- . . . . 
to th 1 f · art tin be ~ 1 However, 1t should be apparent that the mvention JS adapt-
-~er or 0 er ypes ~ pnor rou g c~ 0 able to a variety of different network communication pro-

achieve the overlay routing. Note that the specific topology, 25 t Is d ta d rds 
interconnections and number and type of devices shown in oco an s n a · . . . . . 
the Figures is only for purposes of illustrating the following Web server 104 returns the tden~cation for Medi~n~ge 
examples, it should be readily apparent that many arrange- computer 108 (referenced as M1 m FIG. 4A) t? _destination 
ments of computers, routers, wide or local area networks, comput~r 102. Web server 104 makes the d~ISI~n to have 
physical links, or other processing devices or communica- 30 destination. computer 102 route. thro~ M~~ndge co_m-
tion structures may be used with the invention. puter ~~ smce web server 104IS proVIde~ With I_nformatio? 

. . . . . associating computers on the Internet With optimal Medi-
FIG. 4Asho~ a ~cast-lDlttated overlay routing aspect aBridge computers. In the preferred embodiment, the opti-

of the present illvention. mal MediaBridge computer that a destination computer will 
. In FI~. 4~ the ~oal is to hav~ _streamin~ me~Iia 35 use is generally the MediaBridge computer closest in prox-
~ormation, su~h. as VIde~ progr~ digital data mcluding imity to the destination computer. Proximity can be a factor 
rmage and audio infor~ahon, on~ate. from source com- of both geographic distance and the electronic network path 
puter 100 to be received _by _destin~tion ::O~puter ~02. between the destination and MediaBridge computers. 
Na~ally, m~y othe~ destinatmns will e~t ill a typical In the present example, web server 104.is provided with 
~ulticas~ of information_. The same mechc:rusms an~ te~h- 40 information on making the association between a destination 
mques diSCussed here With respect t? ~e smgle destination computer and a MediaBridge computer as, for example, 
102 can apply to any number of destinations. Because of the where a table in web server 104 associates one or more 
use of an overla~ addr:SS and mappin? prot?col, the sy~t~m destination computeiS with a specific MediaBridge com-
of the present illVention scales easily wtthout reqmnng puler. Note that it is possible to have such associations 
changes to existing network software and hardware. 45 performed by another computer rather than the web server. 

Although the invention is discussed with respect to mul- For example, a MediaBridge, or other computer, connected 
ticasting of streaming media information, any type of infor- on a local area network to web server 104 can be used. Also, 
mation can be distnbuted over a netwmk by using the the computer making the destination computer and Medi-
techniques of the present invention. For example, Internet aBridge computer association can be remote from web 
distnbution of software applications and updates, stock 50 server 104, although the web server requires access to the 
quotes, web pages, web cache updates, news, etc., can all be mapping table to redirect destination computer 102 cor-
distributed more quickly, more efficiently, and with more rectly. 
control _and ~onitoring by using the techniques of the In a first approach to connecting destination computer. 
present illvention. 102 to the media stream, web seiVer computer 104 can 

The present invention allows each potential recipient of a ss provides an overlay channel identifier to destination com-
multicast to explicitly request the information. Such a puler 102. The channel identifier is used by the various 
request can be performed by the selection of a human user MediaBridge computeiS to route the proper content to a 
at the requesting computer, can be initiated automatically by destination computer. The channel identifier, or channel 
a computer, or can be achieved by other means. address, is 64 bits in the preferred embodiment. A channel 

HG. 4A shows the case where the receipt of multicast 60 name is used in the URL arid is mapped to a corresponding 
information is initiated by a unicast manner in response to a channel ID as part of the redirection process. Optionally, 
user's request. Specifically, destination 102 is a desktop other information can be provided by the web server. Such 
computer operated by a user who is browsing web pages. In additional information can be used either by destination 
general, any type of computer running any number of computer 102 to make the subscription request, or can be 
applications, operating system~ ~r environment, etc., is 65 used by a MediaBridge computer to service subscription 
suitable for use with the present invention. The web page requests and to provide efficient multicast relaying. For 
that the user is currently viewing on the desktop computer is example, statistics can be kept about the requesting user's 

'· -._. 
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computer, i?eograp~c location, etc .. ~is can be used f~r draft for RTSP, Mar. 27, 1997). Since the overlay group may 
demographic analysiS, to make predictions about the desti- not be traosportable through that existing protocol, yet is 
nation computer's ability to process data at a sufficient required by MediaBridge 108 to join the broadcast channel 
bandwidth, or for other reasons. the server (104) contacts MediaBridge 108 with the overla; 

Once destination computer 102 bas been provided with s channel to use before generating the response to the original 
the appropriate MediaBridge computer address and channel Web request from the client (102). As part of the dialogue, 
identification information the destination computer makes a the MediaBridge returns a "port'' identifier to the server 
subscription request to MediaBridge computer 108. (104), upon which it then awaits the client-specific connec-

FIG. 4B illustrates a next major step in the setup for ti~n. This allows the ser:rer (104) t~ respond to the client 
overlay routing in the present example. 10 With a message that redrrects the client to the subsequent 

In FIG. 4B, once destination computer 102 acquires the port, :hereby ~nsuring that the requesting client is properly 
subscription information from web host 104, destination assoc:tate~ With the overlay group temporarily stored at 

te th bscri t
. .ofi . d MedtaBndge 108. 

compu ruses e su p ton 1 ormation to sen out one 
or more packets that indicate that MediaBridge computer FIG. 5 ill~trates the second approach to unicast-initiated 
108 is to receive the subscribed channel. In the preferred 15 overlay routmg. 
embodiment, the subscription data includes an identification In FIG. 5, which corresponds to FIGS. 4A-C, destination 
of the desired channel, i.e., the video program, that is to be computer 102 makes request 160 to web server 104 via, for 
received, the destination computer's identification (namely, example, clicking on a hyped ink to obtain the media stream. 
destination computer 102), and other information. Note that Web server 104 deposits state at MediaBridge computer M1 
the location of the MediaBridge computer can be different 20 representing the overlay group channel" A" and a streaming 
from that shown in FIG. 4B. Specifically, the MediaBridge media URL, e.g., "rtsp://server.fastforward.com/live/ 
computer can exist anywhere on the Internet and need not be olympics.rm", as shown by path 162. Next, M1 retruns to 
part of the I.AN that the destination computer is on. web server 104 an identification that TCP port."p" is the port 

Once MediaBridge 108 receives destination computer on which requesting computer 102 should connect as shown 
102's subscription information, MediaBridge computer 108 

25 
by path 164. Web server 104 responds to requesting com-

uses the overlay channel ID to initiate the subscription puter 102 with a message that redirects requesting computer 
process. The subscription process is a combination of the 102 to stream media from M1 over port "p" as shown by 
native multicasting network architeclirre and the overlay path. 166. Requesting computer 102 initiates a streaming 
multicast architecture as described in detail, above. 

30 
media protocol, such as RTSP, by contacting Ml over port 

Ultimately, MediaBridge computer 108 sends one or more "p" as shown by path 168. M1 sends a subscription request 
packets of information in an attempt to subscnbe to the for ¥Toup "~' to~ as shown by path 170. Packets, or 
appropriate native multicast group. For purposes of the portions, of information sent from the content source will 
example, we assume that the appropriate native multicast then ~ relayed via the overlay routing to M1 and to 
group to which MediaBridge M2 will subscnbe for purposes 35 requesting computer 102. 
of handling the overlay routing with region 120 needed by The request to subscribe is transferred through router R1 

the video program from source 100 to destination 102 is to other routers on the Internet. The subscription request 
designated as "a." The overlay multicast group that is installs a forwarding state in the MediaBridges that indicates 
associated with the native multicast is designated as "A" which peer Med.iaBridges are part of the spanning tree for 

In the preferred embodiment, a direct 1-to-1 mapping of 40 the given overlay channel. An example of a "domain," or 
native to overlay groups is not possible since a native group "region," of routers and MediaBridge computers is shown at 
uses 32 bits for an address and an overlay address is 64 bits. 120 in FIG. 4B. A region is simply a portion of the Internet, 
The upper-32 bits are used to specify a rendezvous point. A or other network, that is logically, geographically or, due to 
rendezvous point lookup algorithm can be locally network traffic considerations, that provides efficiencies in 
configured, for example, into an agent that monitors IGMP 45 multicast distnbution when two or more MediaBridge com-
messages. Another possibility is to have the rendezvous puters implement an overlay network within the region. 
point selection algorithm provided in a fashion similar to the Within a given region, there is a mapping of each overlay 
unicast case where the overlay group address is stored at a channel to a single native multicast channel. In the preferred 
MediaBridge by a redirection process (discussed below) and embodiment this occurs via a "bash" function, as described 
where the client is instructed to natively join group "a." 50 above. However, as information is propagated among 

A second approach to unicast-initiated overlay routing regions there will ~ically be. diffe~nt nativ~ multicasting 
provides a channel name used in the original requesting cbanneJ:> used for a gtven po:tton of information, or packet. 
URL to be mapped to a corresponding overlay group as part For v~nous reason~ the nativ~ and/or the overlay channel 
of the redirection process. When the client attempts to mappmgs for a pa~tcular ~ulticast stream can ch~ge. For 
retrieve the resource identified by this URL, the server 55 exampi: overloading or failures can cause reroutmg and 
generates a response that redirects the client to MediaBridge remappmg of channels. 
108. The client may or may not be explicitly aware of the Ultimately, the MediaBridge computer 108 sends one or 
protocols in use to effect over1ay multicasting. If the client more packets of information in an attempt to subscnbe to the 
is overlay-multicast capable, the overlay group can be overlay group in question. The next few paragraphs describe 
included in the response message and the client can connect 60 an example of subscribing to an overlay group. The protocol 
to MediaBridge 108 using Qverlay-multicast specific pro- for performing the subscription is called the overlay group 
tocols. If, however, the client is not capable of participating membership protocol (OGMP). For the example, the overlay 
in the overlay multicast protocols (e.g., because the client is group is designated "A"; likewise, the symbol "a" denotes 
an existing piece of software that has a large installed base), the native group that is computed from "A" using the 
then the client can communicate with MediaBridge 108 65 overlay scope defined by region 120. 
using its existing. unmodified control protocol (e.g., Real- A subscription message is sent from MediaBridge 108 to 
Time Streaming Protocol (RTSP) as specified in Internet- the peer on the shortest path route, as determined by a 
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path-stale routing computation. to the rendezvous point for 
"N'. In this example, we assume the rendezvous point is 
MediaBridge M6 (it may be any MediaBridge in lhe overlay 
network. but it is most efficient to choose the rendezvous 
point near the broadcast source). Recall that lhe upper 5 
32-bits of the overlay group represent the IP address of the 
rendezvous point. 

In the configuration show in FIG. 4B, the peer on the 
shortest path from MediaBridge 108 to lhe rendezvous point 
(M6) is the MediaBridge labeled M2. Thus, MediaBridge 10 

108 sends a "subscription request" for the overlay group in 
question to MediaBridge M2. ·In tum M2 propagates· the 
subscription message to its peer that lies upon the shortest
path route to the rendezvous point, which in this case is 
MediaBridge M4. Likewise, M4 sends the request to M6. 15 

(These messages are sent reliably using TCP.) Each time a 
subscription message is received and processed by a 
MediaBridge, the MediaBridge records subscription infor
mation for lhe group in question and updates its forwarding 
information base so that when packets are received they can 20 

· be properly routed to the peers subscnbed to said overlay 
group. 

In the case of a multicast transit VIF, the MediaBridge 
must additionally decide which native group to join using 
the prior art protocols as a function of the overlay group. For 25 

example, when M2 receives the subscription request, it joins 
the native multicast group "a" in addition to forwarding the 
subscription request for "A" onto M4. Thus, when M4 
receive data packets addressed to overlay group "A", it will 
forward them intO the overlay scope defined by region 120 30 

by transmitting the overlay packet addressed to native group 
"li'. Since M2 is bas joined native group "a" using prior art 
protocols, it will receive said packet and in tum can forward 
that packet to its downstream peer M1 . 

After MediaBridge M1 108 bas subscnbed to the appro-
35 

priate native multicast group, "a" in this example, it will 
receive native multicast transmissions for the group. Once 
MediaBridge computer 108 has joined the native multicast 
channel, it begins to receive information for lhe video 

40 
program. This is illustrated in FIG. 4C by path 122. 
Although a specific routing is illustrated in FIG. 4C, natu
rally any number, and configuration, of route~ switches, 
servers or other devices can be used. Furthermore, the 
physical channel can be hardwire, radio-frequency signals, 

45 
infra red signals, fiber optic light signals. etc. 

Once the overlay group, and group routing tables, infor
mation is distnbuted and stored, data transfer from source 
computer 100 can proceed accurately. Data is forwarded 
from source computer 100 to MediaBridge computer M6 so 
receives packets from source computer 100 and adds a 
header with the overlay group address to each packet. Each 
packet is then forwarded to M4 • M4 multicasts the packets to 
the native group "a." Mz receives the packets as M2 is 
listening to native group "a" as a result of the association of 55 

"li' with "Kin the tables. M2 forwards the packets to M1 • 

M1 strips o:ff the overlay header and forwards lhe native 
packet to lhe client, destination computer 102. 

Naturally, any other computers on LAN U6 are also 
provided with the same packets if they have subscnbed to 60 

overlay channel "A" Thus, this approach of overlaying a 
multicast channel designation onto an existing native mul
ticast channel designation is able to benefit from native 
multicast according to the prior art. In addition, the act of 
using an overlay channel designation allows MediaBridge 65 

computers to regulate, and otherwise control, the transmis
sion of packets associated with a specific stream to com-

28 
pulers on the iame local network as the MediaBridge 
computer. Another advantage is that, where additional des
tination computers such as 124 are "downstream" from 
transit domain 120 and also desire to receive on overlay 
channel •• ~., duplication of packets to the transit domain, 
and over links within the transit domain, is not necessary. 
Thus, the broadcast scales efficiently because only one copy 
of each packet needs to be sent to the transit domain from the 
content source via MediaBridge M6 , and only one copy of 
each packet is transferred between MediaBridges within the 
transit domain. 

Although the present example discusses a single Medi
aBridge computer associated with each local area network, 
other arrangements are possible. For example, a Medi
aBridge computer can be associated with more than one 
local area network where the networks are connected. 
Additionally, there may be more than one MediaBridge 
computer for a single local area network to provide fault 
tolerance and stability. The selection of the number of 
MediaBridge computers to use for a given number of 
networked computers, subnetworks, regions, domains, etc., 
is made based on lhe overall topology of the network area 
involved, traffic considerations, control requirements, etc. In 
general, there can be multiple transit domains intercon
nected in arbitrary ways by MediaBridges, or processors or 
processes performing one or more of the MediaBridge 
functions discussed herein. 

As each MediaBridge computer receives information, or 
packets, designated for an overlay channel that the Medi
aBridge is participating in as a relay device, the Medi
aBridge computer checks an internally-stored table (i.e., the 
FIB) for the Internet protocol (IP) address of each peer 
machine that should receive the packet to ensure that the 
packet arrived from an acceptable peer. If so, the table 
indicates the IP addresses of additional peers to which the 
packet should be forwarded. It lhen transfers, or relays, 
copies of the packet to each of these machines. The preferred 
embodiment transfers the packets by using standard User 
Datagram Protocol (UDP). The efficiency of Ibis distribution 
with respect to the present invention is largely determined by 
how a network administrator sets up the location of Medi
aBridges and the peer-to-peer tables in each MediaBridge 
computer. Naturally, one desirable scheme would minimize 
the amount of repetitious relays of the same packets to 
different MediaBridges by configuring the tables of peering 
relationships in a geographic, logical or network traffic 
sense, or in another arrangement designed to improve 
throughput, efficiency~ control, monitoring or some other 
desirable goal. Efficiency of the overlay multicast system 
also depends on the extent to which native multicasting can 
be used to effect transfers. 

Note that, that any point where a MediaBridge computer 
is in a store-and-forward position with respect to the stream
ing content that the MediaBridge computer can make deci
sions as to whether, and where, to route the packets. In other 
words, every time a MediaBridge computer is used to relay 
a packet, there can be a control mechanism for restricting, 
managing or modifying the relayed information. Aspects of 
the present invention relating to management and control of 
the media stream are discussed in detail in the co-pending 
patent application(s) referenced at the beginning of this 
specification. 

Assume that the video program is a television program 
with commercial slots. MediaBridge computer M2 can be 
used to insert a locally customized commercial into an 
appropriate commercial slot. MediaBridge computer Ml can 
be used to restrict the video program entirely (e.g., a 

- -~: 
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pay-per-view presentation) from some computers and allow 
it to others in LAN 126. Or, where MediaBridge computer 
108 determines that the bandwidth requirements of stream
ing the complete video program are too high for LAN 126, 
MediaBridge computer 108 can restrict the bandwidth of the 5 

video program, e.g., by reducing the image size, resolution, 
frame rate, color depth, etc. Other benefits are possible. For 
example, any MediaBridge can store, or cache all, or a 
portion of, the video program information. Caching deci
sioiJS can be controlled by administratively specified band- 10 

width policies and traffic classes as described in co-pending 
patent application(s) referenced at the beginning of this 
specification. 

In the discussion above, FIGS. 4A-C have illustrated a 15 
unicast-initiated overlay routing scenario. Another type of 
scenario is initiated in a multicast manner and is referred to 
as multicast-initiated overlay routing. 

Multicast-initiated overlay routing differs from unicast
initiated overlay routing only in the manner that the desti- 20 

nation computer subscnbes to the content stream. In contrast 
to the unicast-initiated approach, the multicast-initiated 
approach allows a destination computer, such as destination 
computer 102 in FIGS. 4A-C, to make a request via a native 
multicast to join a particular native multicast group. For 25 

example, in the discussion above with respect to FIGS. 
4A~ destination computer 102 can make a multicast 
request to join native multicast group «a." MediaBridge 
computer 108 is programmed to detect such requests by 
monitoring IGMP traffic on the LAN, and processes the 30 

request by performing the steps descnood above to subscnbe 
to native multicastgroup "a". 

Table I, below, provides an overview summary with 
respect to data structures and how they are created and used 3s 
in the examples discussed above in FIGS. 4A-C. Note that, 
although specific mechanisms, formats and uses are men
tioned in relation to the data, that other possibilities are 
within the scope of the present invention. For example, 
tables can be constructed, modified, traiJSferred and main- 40 
tained (i.e., "processed") by manual means, or automatically 
by one or more processors or computers. The data and data 
structures can be processed by any prior art methods, 
systems and protocols or can be processed by specific new 
techniques as presented in this specification. The steps of 45 
Table I can be performed in a different order than the order 
shown in Table I. Also, all of the steps of Table I may not be 
necessary to practice the invention and additional steps can 
be included without exceeding the bounds of the invention. 

30 

TABLE I-continued 

request of a Medi.aBridge, such as M1, for content by using the content 
source's native address, overlay address or other identification. 

5. Media Bridge Ml sends a subscribe request for the content 
source information by using the overlay address "A"or other 
identification. 

6. MetliaBridge M2 receives the subscn'be request and adds 
an association of overlay group address "N' with M1 so that packets 
from content source 100 received by M2 are sent to M1 and eventually 
to destination computer 102. Note that subscription can occur prior to, 
during, or even after content source 100 begins streaming data. 

7. As M6 received packets from content source 100, M6 adds 
a header corresponding to the overlay group address "A" to each paclrel 
Each packet with header "A" received by any of the McdiaBridges is sent 
along the associated paths to other MediaBridges. This means that 
McdiaBridges within the transit domain receive "A" packets 
via native multicast over clwmel "a". To achieve native 
multicast. the overlay address ill included in the overlay header 
and carried in the native multicast packet MediaBridges can add 
back the overlay address in the header for subsequent delivery 
to other Media.Bridges. For example, M2's 
transmission of' A" paclrets to M1 includes the overlay 
address in the header. This allows M1 to continue overlay 
routing within M1's LAN of multiple overlay channels. 

8. At each receipt of packets within a 
Media.Bridge, benefits of bandwidth management, 
control, monitoring and other features through 
additional processing are possible as discussed 
herein and in co-pending patent applicatiom referenced above. 

FIG. 6 illustrates details of header and address processing 
in the present invention. 

In FIG. 6, content source 202 sends information in the 
form of packets such as packet 204.- Packet 204 includes an 
IP header 206 having a destination field and source field. The 
destination field indicates that the packet is destined for 
MediaBridge Ml and tbat the source for the packet is S. The 
packet data is contained in a UDP format "payload" 208. 
When MediaBridge computer Ml received the packet, it 
changes the destination and source indications to M2 and 
M1, respectively. Additionally~ an overlay header is inserted 
between the IP header and the payload. This packet is shown 
at 210. The overlay channel indication is "A" in the overlay 
header, which is also in UDP format. 

Packet210 is received by MediaBridge computer M2. M2 
is part of a native multicast group and so is able to distribute 
the packet via native multicast over the native multicast 
channel "a." Accordingly, M2 changes the destination and 
source indicators in the native header to "a" and M2, 
respectively. Packet 212 is then transmitted throughout 
multicast domain 214 where it is received by M3 and M4. 
MediaBridges such as MS which haven't joined native 

TABLE I 

1. A link registry is stored in, or made available to, R7. The 
link registry associates MediaBridge M1 with computers on Mrs LAN, 
including destination computer 102 

so multicast group "a" do not receive packet 212. MediaBridge 
M4 uses the overlay channel designation .. A, to send the 
packet to client Rl after stripping off the overlay header "A" 
so that the packet appears to Rl as a standard packet. M3 and 
M4 both cbeck the source address and overlay group of 

2. Mapping tables associating M2, M3, M4 and M5 via a native 
multicasting cbannel are determined for purposes of native 
multicasting information within transit domain 120. 

3. A request .is made by content source 100 to register with 
the overlay network. This is handled by using an external directory source. 
The association between the content source and the overlay cbannel group 
designation can be tiansferred among MediaBridges. 

4. Destination computers, such as destination computer 102 
make requests for content information. Examples of how this is 
done include 

(a) using a hyperlink to receive a URI. from web server 104 
that redllects deslinatfun computer to Media.Bridge M1 according to the 
link registry at R7, where the tedirection includes an idenlifu:alion of the 
content source such as by using the content source's overlay address, "A .. ; 

(b) destinat.IDn computer 102 makes a unicast or multicast 

55 packet 212 to ensure tbat it came from an appropriate peer 
(in this case M2). If not, the packet would have been 
dropped. 

Additional muting of the packet is performed by M3 by 
the use of a second native multicasting domain 222 using 

60 native multicast address "b." M3 uses native multicast group 
"b" by specifying the destination of packet 220 (having the 
same payload as packet 212) as .. b." Thus. multiple different 
native multicast groups can be used to distribute the same 
overlay channel. Packet 220 is distnbuted through domain 

65 222 via native multicast channel "b" to be received by M6 
and other possible MediaBridges, routers, servers, 
computers, etc. (not shown) that are subscribed to native 
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work has a native routing protocol, wherein an end-user 
computer is coupled to the network, wherein a first media 
information source is coupled to the network for sending 
media information to the network, the overlay routing pro-

multicast channel "b." M6, similar to M4's operation, uses 
the overlay channel designation "A:' to determine that the 
packet should be sent to R2 and R3. M6 first strips off the 
overlay channel information before sending the packet to R2 
and R3. s cessor comprising 

Although the invention has been presented with respect to 
particular embodiments thereof, these embodiments merely 
illustrate possible embodiments of the invention, the scope 
of which is determined solely by the appended claims. 

What is claimed is: 10 

1. An overlay routing processor for transferring informa
tion over a computer network, wherein the computer net
work has a native routing protocol that defines computers as 
members of native groups for purposes of routing informa
tion among members of a given native group, the overlay 15 

routing processor comprising 
instructions for associating computers on the network 

with a given overlay group; 
instructions for determining whether received information 

20 
is associated with the given overlay group; 

instructions for routing the received information to the 
computers associated with the given overlay group by 
using the native routing protocol; 

instructions for identifying a specific native group as an 25 

efficient distnbution channel for the given overlay 
group, 

wherein the instructions for routing include instructions 
for using the specific native group to perform the 
routing and wherein the instructions for identifying a 30 

specific native group include instructions for using a 
hash _function to perform the identification. 

2. An overlay routing processor for transferring informa
tion over a computer network, wherein the computer net
work has a native routing protocol that defines computers as 35 

members of native groups for purposes of routing informa
tion among members of a given native group, wherein 
multiple overlay processors are coupled together over the 
network, the overlay routing processor comprising 

instructions for associating computers on the network 40 

with a given overlay group, 
instructions for associating computers on the network 

with a given overlay group; 
instructions for determining whether received information 45 

is associated with the given overlay group; 
instructions for routing the received information to the 

computers associated with the given overlay group by 
using the native routing protocol; 

instructions for identifying a specific native group as an 50 

efficient distnbution channel for the given overlay 
group, 

wherein the instructions for routing include instructions 
for using the specific native group to perform the 
routing; 55 

a data table accessed by the processor for defining peer 
relationships· between overlay processors; and 

instructions for associating computers on the network 
with a given overlay group; 

instructions for determining whether received information 
is associated with the given overlay group; 

instructions for routing the received information to the 
computers associated with the given overlay group by 
using the native routing protocol; 

a data structure associating the media information with a 
first overlay channel identifier; 

instructions for receiving a request from the end-user 
computer to receive the media information; 

instructions for retrieving the first overlay channel iden
tifier from the data structure and for associating the first 
overlay channel identifier with the request; and 

instructions for routing all or a portion of the media 
information received by the overlay routing processor 
to the end-user computer. 

4. The overlay routing processor of claim 3, wherein a 
second media information source is coupled to the network 
for sending media information to the network, the overlay 
routing processor further comprising 

instructions for indicating an error condition if a second 
overlay channel identifier associated with the second 
media information source is the same as the first 
overlay channel identifier. 

5. An overlay routing processor for transferring informa
tion over a computer network, wherein the computer net
work has a native routing protocol that defines computers as 
members of native groups for purposes of routing informa
tion among members of a given native group, comprising 

instructions for associating computers on the network 
with a given overlay group; 

instructions for determining whether received information· 
is associated with the given overlay group; 

instructions for routing the received information to the 
computers associated with the given overlay group by 
using the native routing protocol; 

instructions for identifying a specific native group as an 
efficient distnbution channel for the given overlay 
group, 

wherein the instructions for routing include instructions 
for using the specific native group to perform the 
routing; 

instructions for associating a native group with an overlay 
group; and 

instructions for changing the association between an 
overlay group and a native group. 

6. The overlay routing processor of claim 5, wherein the 
association between an overlay group and a native group 
includes defining a range of native multicast addresses. 

wherein the instructions for routing include instructions 
for using the defined peer relationships between over
lay processors to perform the routing. 

7. The overlay routing processor of claim 6, wherein the 

60 range of native multicast addresses is defined as an IP 4 Class 
D address and a prefix length. 

3. An overlay routing processor for transferring informa
tion over a computer network, wherein the computer net- * * * * * 
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FoR: BROADCASTING NETWORK 

EXAMINER: YOUNG N. WON 
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Amendment Under 37 C.F.R. § 1·~111 RECEIVED 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

MAY 0 7 2004-- · 

Technology Center 21 00 

The present communication responds to the Office Action dated February 4, 

2004 in the_ above-identified application. Please amend the application ·as- follows: 

. Amendments to the Specification ·begin·on page 2. 

Amendments to the Claims are reflected in the listing of claims- beginning on 

page 6. 

Remarks begin on page 13. 
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Amendments to the Specification: 

In accordance with 37 CFR 1.72(b), an abstract of the disclosure has been 

included on page 3. In accordance with 37 CFR 1. 73, a brief summary of the invention 

has been included on page 4. In addition, the status of the related cases listed on page 

1 of the specification has been updated and can be found on page 5. 
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ABSTRACT 
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( ;; (:::ltttomey Docket No. 030048001US 

A technique for broadcasting data across a network is provided. An originating 

participant sends data to another participant, which in turn sends the data that it 

receives from a neighbor participant to its other neighbor participants. Communication 

in the broadcast network is controlled by a contact module that locates the neighbor 

participants to which the seeking participant can be connected and by a join module that 

establishes the connection between the neighbor participants and the seeking 

participant. Data is numbered sequentially so that data that is received out of order can 

be queued and rearranged. 

~----------------~. 
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SUMMARY OF THE INVENTION 

Embodiments of the invention deal with a non-routing table based method for 

broadcasting messages in a network. More specifically, a network in which each 

participant has at least three neighbor participants broadcasts data through each of its 

connections to neighbor participants, which in turn send the data that it receives to its 

other neighbor participants. The data is numbered sequentially so that data that is 

received out of order can be queued and rearranged. 

Communication within the broadcast channel is controlled by a contact module 

and by a join module. The contact module locates a portal computer and requests the 

located portal computer to provide an indication of neighbor participants to which the 

participant can be connected. The join module receives the indication of the neighbor 

participants and establishes a connection between the seeking participant and each of 

the indicated neighbor participants. 

Each participant in the network is connected to neighbor participants, and the 

participants and connections between them form an m-regular graph, where m is 

greater than 2. In addition, when a participant receives data from a neighbor 

participant, it sends the data to its other neighbor participants. 

-4-
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CROSS-REFERENCE TO RELATED APPLICATIONS 

This application is related to u_s_ Pntnnt A~~lieAtioR No_ 00/n?O fi7~ ~ntitl~rt 

"B~OA~CASTING NEntlJQRI<," filed on July 31, 2000 (A-tto1 r 1ey Docket No. 03004 8004 

~.S. Patent Application No._09/629,570, entitled "JOINING A BRQADCAST 
. l~~ 

CHANNEL," f1led on July 31, 2000 (Attornev Docl~et No. 030048002 UST. U.S. Patent 

Application No._09/629,577, "LEAVING A BROADCAST CHANNEL," filed on July 31, 

200~~~~~~1<et No. 030948003 USY,- U.S. Patent Application No._09/629,575, 

'-"'~~led "BROADCASTING ON A BROADCAST CHANNEL, I! filed on July 31, 2000 
(~J-

-fAtterney-Boeket No. 030048004 Uaf, U.S. Patent Application No._09/629,572, entitled 

"CONTACTING AGB~OADCAST CHANNEL/' filed on July 31,2000 EAUorney Docl<et 

No. 030042005 U~U.S. Patent Application No._09/629,023, entitled "DISTRIBUTED 

AUCTION SYSTEM," filed on July 31, 2000.((Atto~y Dock~t No. })30048006 US,, U.S. 
; (\fliP 0 r AffL~J. {~ 

Patent Application No. 09/629,043, entitled "AN INFORMATION DELIVERY 
- . ~) 

SERVICE," filed on July 31, 200~tAttoJney ~et No. 030048007 US); U.S. Patent 
C.V~'{ pa.f 

Application No._09/629,024, entitled "DISTRIBUTED CON ERENCING SYSTEM," filed 

on July 31, 2000 ; and U.S. Patent Application 

No._09/629,042, entitled "DISTRIBUTED GAME ENVIRONMENT/' fiJed on 

July 31, 2000~(.1\ttomey D~t P_~o. 030048009 OSj, the disclosures of which are 
c..u«.vMI'f po.~ t ~) 

incorporated herein by referen e. 
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' 
\Amendments to the Claims: 

~ 

~ 

\ 

Following is a complete listing of the claims pending in the application, as 

amended: 

1. (Currenjtly Amended) A non-routing table based computer network 

having a plurality of participants, each participant having connections to at least three 
j 

peighbor participant , wherein an originating participant sends data to the other 

participants by sen ing the data through each of its connections to its neighbor 

participants.! aA4 wh rein each participant sends data ~hat it receives from a neighbor 

participant to its oth r neighbor participants, and wherein data is numbered sequentially 

$o that data receive out of order can be ueued and rearran ed. 
J 

~-~·~· ...... --, 

2. (Original) The computer network of claim 1 wherein each participant is 

connected to 4 other participants. 

3. (Original) The computer network of claim 1 wherein each participant is 

connected to an even number of other participants. 

4. (Original) The computer network of claim 1 wherein the network is m-

;regular, where m is the number of nei.tlhbor participants of each participant. 

' 

5. (Original) ter network of claim 4 wherein the network is m-

·connected, where m is the numfQW of n~ighbor participants of each participant. 

6. (Original) uter network of claim 1 wherein the network is m-

regular and m-connected, fhere m is the number of neighbor participants of each 

, participant. 
·-~....-,.,..~ 

'1 
/. (Original) The computer network of claim 1 wherein all the participants 

are peers. 
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) 
/8:" (Original) The computer network of claim 1 wherein the connections 

are peer-to-peer connections. 

to 
~ (Original) The computer network of claim 1 wherein the connections 

are TCP/1 P connections. 

'1 
%. (Original) The computer network of claim 1 wherein each participant is 

a process executing on a computer. 

1, 
Y. (Original) The computer network of claim 1 wherein a computer hosts 

more than one participant. 

~ 
~ (Original) The computer network of claim 1 wherein each participant 

sends to each of its neighbors only one copy of the data. 

13. (Currently Amended) fA non-routing table based component for I 
controlling communications of a partict.1 nt with a broadcast channel, comprising: 

a contact module that Ia tes a portal computer and requests the located 

portal computer to provide ani dication of neighbor participants to which the 

and the participant is not es~blished, and wherein a connection between the 

a join modu)~that yeceives the indication of neighbor participants and 

between the participant and each of the indicated 

14. (Original) component of claim 13 wherein each participant is a 

computer process. 

15. (Original) The component of claim 13 wherein the indicated 

participants are computjlr processes executing on different computer systems . 

. __.-~="..) 
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16. (Original) The compontn of claim 13 including: 

a broadcast module that r eives data from a neighbor participant of the 

participant and transmits the req ived data to the other neighbor participants. 

17. (Original) The comr6onent of claim 13 including: 

a connection reaue.st' module that receives a request to connect to another 

neighbor participant, and connects to the other 

participant. 

; 18. {Original) Je Component of claim 

! established using the TCP// protocol. 

13 wherein the connections are 

~ 19. (Curre~ly Amended) 

for participants, com 

A non-routing table based broadcast channel 

~ 

a communications network that provides peer-to-peer communications 

between the pj:lrticipants connected to the broadcast channel; and 

participant connected to the broadcast channel, 

an indication df four neighbor participants of that participant; and 

ast component that receives data from a neighbor participant 

using the com;nunications network and that sends the received data to its other 

neighbor parti¢ipants to effect the broadcasting of the data to each participant of 

hannel, wherein data is numbered sequentially so that data 

received out of order can be queued and rearranged. 

~ \0 
%- (Original) The broadcast channel of claim %wherein the broadcast 

component disregards received data that it has already sent to its neighbor participants. 
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\0 
The broadcast channel of claim ~wherein a participant 

connects to the broadcast channel by contacting a participant already connected to the 

broadcast channel. 

~ (Original) 
\0 

The broadcast channel of claim ~wherein each participant 

is a computer process. 

\q 
;;;3. (Original) 

\0 
The broadcast channel of claim ywherein each participant 

is a computer thread. 

\~ 
..2~ (Original) 

,o 
The broadcast channel of claim jr wherein each participant 

is a computer. 

\\.v 
%. (Original) 

\0 
The broadcast channel of claim jkY' wherein the 

communications network uses TCP/IP protocol. 

)}. (Original) 
\(!:) 

The broadcast channel of claim % wherein the 

communications network is the Internet. 

,~ 

if. (Original) 
\0 

The broadcast channel of claim X wherein the participants 

are peers. 

28. (Currently Amended) non-routing table based broadcast channel 

comprising a plurality of participants,jeach participant being connected to neighbor 

participants, the participants and cqhnections between them forming an m-regular 

graph, where m is greater tha na the number of participants is greater than m. 

29. (Original) 

connected. 

30. (Original) 

-~ ~~~--"'" ~-..-~-

cast channel of claim 28 wherein the graph is m-

T?!'J broadcast channel of claim 28 wherein m is even. 
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31. (Original) The broadcast channfil of claim 28 wherein m is odd and the 

number of participants is even. 

32. (Original) The broadcast cnennel of claim 28 wherein the participants 

are computer processes. 

33. (Original) channel of claim 28 wherein the participants 

are computers. 

34. (Original) The broadc~st channel of claim 28 wherein the connections 

are established using TCP/IP protocol 

35. (Original) The bra cast channel of claim 28 wherein a message is 

broadcast on the broadcast chann I by an originating participant sending the message 

to each of its neighbor participant and by each participant upon receiving a message 

from a neighbor participant sendi g the message to its other neighbor participants. 

36. 

comprising 

participants, the participa 

where m is greater than 

neighbor participant, it sen 

rearranged. 

37. (Original) 

participants is greater tha 

A non-routing table based broadcast channel 

each participant being connected to neighbor 

and connections between them form an m-regular graph, 

wherein when a participant receives data from a 

lhe data to its other neighbor participants, and wherein 

so that data received out of order can be aueued and 

he broadcast channel of claim 36 wherein the number of 

38. (Original) The broadcast channel of claim 36 wherein the graph is m-

connected. 

39. The broadcast channel of claim 36 wherein m is even. 

-10-
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40. (Original) nel of claim 36 wherein m is odd and the 

number of participants is even. 

41. (Original) The broadcast' channel of claim 36 wherein the participants 

, are computer processes. 

42. (Original) {Jca.St channel of claim 36 wherein the participants 

, are computers. 

43. (Original) The broadcast channel of claim 36 wherein the connections 

_are established using TCP/Ij'protocol. 

~ 44. (Curr~tly Amended) A non-routing table based computer-readable 

j\:x'-\ • medium containing instructions ~.or controlling communications of a participant of a 

;~ \ broadcast channel, y a method comprising: 

requelting the located portal computer to provide an indication of neighbor 

participants tf which the participant can be connected; 

g the indications of the neighbor participants; and 

establishing a connection between the participant and each of the 

hbor participants, wherein a connection between the portal 

1');0 

ji5. (Original) 
\'\ 

The computer-readable medium of claim..,..44 wherein each 

participant is a computer process. 

tV\ 
/4{( (Original) 

\'\ 
The computer-readable medium of claim j( wherein the 

indicated participants are computer processes executing o'n different computer systems. 

lVI\/ 

ft (Original) '" The computer-readable medium of claimj4'including: 
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receiving data from a neighbor participant of the participant; and 

transmitting the received data to the other neighbor participants. 

~~ \q 
}B. (Original) The computer-readable medium of claim,......4'4including: 

-1/~ 
fo 

receiving a request to connect to another participant; 

disconnecting from a neighbor participant; and 

connecting to the other participant. 

(Original) 
\1 

The computer-readable medium of claim /44 wherein the 

connections are established using the TCP/IP protocol. 
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()Attorney Docket No. 030048001US 

Reconsideration and withdrawal of the rejections set forth in the Office Action 

dated February 4, 2004 are respectfully requested. 

I. Rejections under 35 U.S.C. § 102 

A. The Applied Art 

U.S. Patent No. 6,611 ,872 to McCanna (McCanne) is directed to an overlay 

protocol and system for allowing multicast routing in the Internet to be performed at the 

application level. The overlay protocol uses routing tables to route information. Column 

2, lines 45-49 and Column 23, lines 11-15. The overlay protocol fails to disclose the 

use of a portal computer to add new participants to a network. In addition, the overlay 

protocol fails to disclose a method in which data is numbered sequentially so that 

messages received out of order can be queued and rearranged. 

B. Analysis 

Distinctions between independent claims 1, 13, 19, 28, 36, and 44 and McCanne 

will first be discussed, followed by distinctions between McCanne and the remaining 

dependent claims. 

As noted above, McCanne discloses an overlay protocol that uses routing tables 

to route information. Column 2, lines 45-49 and Column 23, lines 11-15. McCanne fails 

to disclose a non-routing table based method for routing information. Independent 

claims 1, 13, 19, 28, 36, and 44 have been amended to clarify the inherent language of 

previously pending claims 1, 13, 19, 28, 36, and 44. In other words, claims 1, 13, 19, 

28, 36, and 44 has been amended to recite, among other limitations, a "non-routing 

table based .. method for routing information. McCanne fails to disclose such a method 

for routing information. For at least this reason; claims 1, 13, 19, 28, 36, and 44 are 

patentable over McCanne. 

McCanne fails to disclose a method by which ndata is numbered sequentially so 

that data received out of order can be queued and rearranged". Independent claims 1, 

19, and 36 have been amended to clarify the inherent language of previously pending 

claims 1, 19, and 36. In other words, claims 1, 19, and 36 have been amended to 

recite, among other limitations, a method by which "data is numbered sequentially so 

-13-
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that data received out of order can be queued and rearranged". McCanne fails to 

disclose such a method for numbering data. For at least this reason, claims 1 1 19, and 

36 are patentable over McCanna. 

McCanne fails to disclose the use of a portal computer to locate neighbor 

participants for the seeking participant to connect to. In addition, McCanne fails to 

disclose a method in which .. a connection between the portal computer and the 

participant is not established, and wherein a connection between the porta] computer 

and the neighbor participants is not established''. McCanna discloses a method in 

which an overlay router, not a portal computer, determines what receivers are present. 

Column 8, lines 53-56. In addition, McCanne discloses a method in which the overlay 

router joins the corresponding group. The embodiments of the invention disclose a 

method by which the portal computer does not join the neighbor participants. 

Independent. claims 13 and 44 have been amended to clarify the inherent language of 

previously pending claims 13 and 44. In other words, claims 13 and 44 have been 

amended to recite, among other limitations, a method in which "a connection between 

the portal computer and the participant is not established, and wherein a connection 

between the portal computer and the neighbor participants is not established". 

McCanne fails to disclose such a method. For at least this reason, claims 13 and 44 

are patentable over McCanne. 

As is known, to anticipate a claim under 35 U.S.C. § 102, the reference must 

teach every element of the claim.1 McCanne fails to disclose every limitation recited in 

independent claims 1, 13, 19, 28, 36, and 44. Since independent claims 1 1 13, 191 28, 

36, and 44 are allowable, based on at least the above reasons, the claims that depend 

on independent claims 1, 13, 19, 28, 36, and 44 are likewise allowable. Thus, for at 

1 MPEP section 2131, p. 70 (Feb. 2003, Rev. 1 ). See also, Ex parte Levy, 17 
U.S.P.Q.2d 1461, 1462 (Bd. Pat. App. & lnterf. 1990) (to establish a prima facie case of 
anticipation, the Examiner must identify where ~~each and every facet of the claimed invention is 
disclosed in the applied reference.~'); Glaverbel Societe Anonyme v. Northlake Mktg. & Supply, 
Inc., 45 F.3d 1550, 1554 (Fed. Cir. 1995) (anticipation requires that each claim element must be 
identical to a corresponding element in the applied reference); Atlas Powder Co. v. E./. duPont 
De Nemours, 750 F.2d 1569, 1574 {1984) {the failure to mention "a claimed element (in) a prior 
art reference is enough to negate anticipation by that reference"). 
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least this reason, claims 2-12, 14-18, 20-27, 29-35, 37-43, and 45-49 are patentable 

over McCanne. 

II. Conclusion 

In view of the foregoing, the claims pending in the application comply with the 

requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of 

Allowance is, therefore, respectfully requested. If the Examiner has any questions or 

believes a telephone conference would expedite prosecution of this application, the 

Examiner is encouraged to call the undersigned at (206) 359-8000. 

Date: ~frt/{;<£ 

Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 

-15-

Respectfully submitted, 

Perkins Coie LLP 

~ 
Chun M. Ng 
Registration No. 36,878 
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Notice of Allowability 

(~ 
Application No. 

09/629,576 
Examiner 

{'··:::,_ 
~7 

Applicant{s) 

HOLT ET AL. 
Art Unit 

f124 

____ I Michael YWon I 2155 I j 

-· The MAILING DATE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS {OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. [81 This communication is responsive to Amendment A and telephonic interview (attached herewidth). 

2. [81 The allowed claim(s) is/are 1-3.7-12.19-27 and 44-49. 

3. D The drawings filed on __ are accepted by the Examiner. 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S. C. § 119(a)-(d) or (f). 

a) 0 All b) 0 Some* c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PT0-152) which gives reason(s) why the oath or declaration is deficient. 

; 6. [81 CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

(a) (gl including changes required by the Notice of Draftsperson's Patent Drawing Review { PT0-948) attached 

1) (gl hereto or 2) D to Paper No./Mail Date __ . 

(b) (gl including changes required by the attached Examiner's Amendment I Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number {see 37 CFR 1.84{c}) should be written on the drawings in the front {not the back) of 
each sheet. Replacement sheet{s) should be labeled as such in the header according to 37 CFR 1.121(d). 

7. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment( s) 
1. D Notice of References Cited (PT0-892) 

2. D Notice of Draft person's Patent Drawing Review (PT0-948) 

3. D Information Disclosure Statements (PT0-1449 or PTO/SB/08), 
Paper No./Mail Date __ 

4. D Examiner's Comment Regarding Requirement for Deposit 

of Biological Material 

U.S. Patent and Trademark Office 

5. D Notice of Informal Patent Application (PT0-152) 

6. (gl Interview Summary (PT0-413), 
Paper No./Mail Date attached . 

1. (gl Examiner's AmendmenVComment 

8. D Examiner's Statement of Reasons for Allowance 

9. D Other __ . 

PTOL-37 (Rev. 1-04) Notice of Allowability Part of Paper No./Mail Date 1 
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EXAMINER'S AMENDMENT 

A l,-y 

Page 2 

1. An examiner's amendment to the record appears below. Should the changes 

and/or additions be unacceptable to applicant1 an amendment may be filed as provided 

by 37 CFR 1.312. To ensure consideration of such an amendment, it MUST be 

submitted no later than the payment of the issue fee. 

Authorization for this examiner's amendment was given in a telephone interview 

with Chun M. Ng (Reg. No. 36,878) on July 21 2004. 

2. The application has been amended as follows: 
//,._.;/ // 

A. Claims 4-61 13-18, and 28-43 have been cancelled. 
// / 

B. Claims 1, 19 and 44 have been amended. 

/ 

1. (Currently Amended) A non-routing table based computer network 

having a plurality of participants, each participant having connections to at least three 

neighbor participants, wherein an originating participant sends data to the other 

participants by sending the data through each of its connections to its neighbor 

participants1 wherein each participant sends data that it receives from a neighbor 

participant to its other neighbor participants, [and] wherein data is numbered 

sequentially so that data received out of order can be queued and rearranged, further 

"-, __ 

i 

,~~ ..... -~-..,.,..., 
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Page 3 

wherein the network ism-regular and m-connected, where m is the number of neighbor 

' ~ participants of each participant. and further wherein the number of participants is at 

least two greater than m thus resulting in a non-complete graph. 

,o 
.... .i~ (Currently Amended) A non-routing table based broadcast channel 

for participants, comprising: 

a communications network that provides peer-to-peer communications between 

the participants connected to the broadcast channel; and 

for each participant connected to the broadcast channel, an indication of four 

~ 1/ neighbor participants of that participant; and 

a broadcast component that receives data from a neighbor participant using the 

communications network and that sends the received data to its other neighbor 

participants to effect the broadcasting of the data to each participant of the to 

broadcast channel, [wherein data is numbered sequentially so that data received out of 

order can be queued and rearranged] wherein the network ism-regular and m-

connected, where m is the number of neighbor participants of each participant. and 

further wherein the number of participants is at least two greater than m thus resulting 

in a non-complete graph. 

f $-- - .... 
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\)!.r. (Currently Amended) A non-routing table based computer-readable 

medium containing instructions for controlling communications of a participant of a 

broadcast channel within a network, by a method comprising: 

locating a portal computer; 

requesting the located portal computer to provide an indication of neighbor 

participants to which the participant can be connected; 

receiving the indications of the neighbor participants; and 

establishing a connection between the participant and each of the indicated 

neighbor participants, wherein a connection between the portal computer and the 

participant is not established, wherein a connection between the portal computer and 

the neighbor participants is not established, further wherein the network ism-regular 

and m-connected, where m is the number of neighbor participants of each participant, 

and further wherein the number of participants is at least two greater than m thus 

resulting in a non-complete graph. 

3. The following is an examiner's statement of reasons for allowance: 

Claims 1-3, 7-12, 19-27, and 44-49 are pending. 

Prior art of record McCanne (US 6,6111872 B1) does not disclose, teach, or 

suggest the claim limitation of wherein the network ism-regular and m-connected, 

where m is the number of neighbor participants of each participant, and further wherein 

./-----
,~·-,_ 
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the number of participants is at least two greater than m thus resulting in a non-

Page 5 

complete graph as recited in the amended claims 1, 19, and 44, therefore the claims 

are found allowable over prior art of record. 

Any comments considered necessary by applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 

accompany the issu~ fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 

Drawings 

4. The drawings filed on July 31, 2000 are acceptable subject to correction of the 

informalities indicated on the attached "Notice of Draftsperson's Patent Drawing 

Review/' PT0-948. In order to avoid abandonment of this application, correction is 

required in reply to the Office action. The correction will not be held in abeyance. 

5. Fig.25 is missing. The numbering of figures should be consecutive. In order to 

avoid abandonment of this application, correction is required in reply to the Office 

action. The correction will not be held in abeyance. 

6. The drawings are objected to as failing to comply with 37 CFR 1.84(p )( 4) 

because reference character "01 ~ 17" has been used to designate all figures from Fig .6-

Fig.34 (example: reference character "01" for Fig.6 should be referenced by "601 11
, 

likewise, reference character ""01" for Fig.34 should be referenced "3401''). Corrected 
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drawing sheets are required in reply to the Office action to avoid abandonment of the_ 

application. Any amended replacement drawing sheet(s) should include all of the 

figures appearing on the immediate prior version of the sheet, even if only one figure is 

being amended. The replacement sheet(s) should be labeled "Replacement Sheet" in 

the page header (as per 37 CFR 1.84(c)) so as not to obstruct any portion of the 

drawing figures. If the changes are not accepted by the examiner, the applicant will be 

notified and informed of any required corrective action in the next Office action. The 

objection to the drawings will not be held in abeyance. 

7. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Michael Y Won whose telephone number is 703-605-

4241. The examiner can normally be reached on M-Th: 6AM-3PM. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Hosain T Alam can be reached on 703-308-6662. The fax phone number 

for the organization where this application or proceeding is assigned is 703-872-9306. 

\ 
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Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. Status 

information for unpublished applications is available through Private PAIR only. For 

more information about the PAIR system1 see http:/ /pair-direct.uspto.gov. Should you 

have questions on access to the Private PAIR system, contact the Electronic Business 

Center (EBC) at 866-217-9197 (toll-free). 

Michael Y Won 

( 
July 12, 2004 
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APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. I CONFIRMATION NO. 
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APPLN.TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE 
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THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT.TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE 
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS 
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I. Review the SMALL ENTITY status shown above. 

If the SMALL ENTITY is shown as YES, verify your current 
SMALL ENTITY status: 

A. If the status is the same, pay the TOTAL FEE(S) DUE shown 
above. 

B. If the status above is to be removed, check box 5b on Part B -
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) 
and twice the amount of the ISSUE FEE shown above, or 

If the SMALL ENTITY is shown as NO: 

A. Pay TOTAL FEE(S) DUE shown above, or 

B. If applicant claimed SMALL ENTITY status before, or is now 
claiming SMALL ENTITY status, check box 5a on Part B- Fee(s) 
Transmittal and pay the PUBLICATION FEE (if required) and I /2 
the ISSUE FEE shown above. 

II. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with 
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B- Fee(s) Transmittal should be 
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Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 

or Fax (703) 746-4000 
INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks I through 5 should be completed where 
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PERKINS COlE LLP 
PATENT-SEA 
P.O. BOX 1247 
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Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmissiOn. · 

Certificate of Mailing or Transmission 
I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient postage for first class mail in an enveloP.e 
addressed to the Mail Stop ISSUE FEE address above, or being facsimile 
transmitted to the USPTO (703) 746-4000. on the date indicated below 

(Depositor's name) 
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(Date) 
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EXAMINER ART UNIT CLASS-SUBCLASS 

WON, MICHAEL YOUNG 2155 

1. Change of correspondence address or indication of "Fee Address" (37 
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Address form PTO/SB/122) attached. 
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Number is required. 

709-204000 

2. For printing on the patent front page, list 

(I) the names of up to 3 registered patent attorneys 
or agents OR, alternatively, 
(2) the name of a single firm (having as a member a 2 _____________ _ 
registered attorney or agent) and the names of up to 
2 registered patent attorneys or agents. If no name is 3 
listed, no name will be printed. --------------

3. -ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for 
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment. 

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent); a individual a corporation or other private group entity a government 

4a. The following fee(s) are enclosed: 4b. Payment ofFee(s): 

a Issue Fee a A check in the amount of the fee(s) is enclosed. 
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a Advance Order- #of Copies---------- Q The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to 
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This collection of information is required by 37 CFR 1.311. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to process) 
an application. Confidentialicy is governed by 35 U.S.C. 122 and 37 CFR l.l4. This collection is estimated ~o take 12 minutes to complete, including gathering, preparmg, and 
subm1tting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you reguire to complete 
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Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, 
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Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number. 
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UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.uspto.gov 

ATTORNEY DOCKET NO. j CONFIRMATION NO. 

030048001 5408 

I EXAMINER I 
WON, MICHAEL YOUNG 

ART UNIT PAPER NUMBER 

2155 
jlJ 

DATE MAILED: 07/13/2004 

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment to date is 857 day(s). If the issue fee is paid on the date that is three months after the 
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half 
months) after the mailing date of this notice, the Patent Term Adjustment will be 857 day(s). 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval 
(PAIR) WEB site (http:/ipair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283. 
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I hereb ence is being deposited with the U.S. Postal 
:ress Mail, Ai!~Jfo. EV528705967US, in an envelope addressed 

:~~·P.O. Box 1450, Alexandria, VA 22313-1450, on 

D•lod:~ Slg"'lum:~ ~ 
' {Melody erg) 

Docket No.: 030048001 US 
Client Ref No. 99-481 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In re Patent Application of: 
Holt et al. Allowed: July 13, 2004 

Application No.: 09/629,576 Confirmation No.: 5408 

Filed: July 31, 2000 Art Unit: 2155 

For: BROADCASTING NETWORK Examiner: Y. N. Won 

COMMENTS ON STATEMENT OF REASONS 
FOR ALLOWANCE UNDER 37 CFR §1.104(E) 

Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir: 

(PATENT) 

Applicant has received the ExaminerJs Statement of Reasons for Allowance with the 

July 13, 2004 Notices of Allowance and Allowability regarding the above-identified 

application. Entry of the Statement into the record should not be construed as any 

agreement with or acquiescence in the reasoning stated by the Examiner. Each of the 

claims stands on its own merits and is patentable because of the COrTJbination it recites and 

not because of the presence or absence of any one particular element. 

The Examiner's Statement was not prepared by Applicant and only contains the 

Examiner's possible positions in , one or more reasons for- allowability. Thus, any 

interpretation with respect to the Examiner's Statement of Reasons for Allowance should 

not be imputed to the Applicant. 
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Docket No.: 030048001US 
0 

SEP \ 5 1004 ':. J 
~ .. 

Application No.: 09/629,576 

~~ 

Applicant believes no f~fliHt~ith this response. However, if a fee is due, please 

charge our Deposit Account No. 50-0665, under Order No. 030048001 US from which the 

undersigned is authorized to draw . 

Dated: rfrffjd Respectfully submitted, 

By.~ 
Chun M. Ng 

Registration No.: 36,878 
PERKINS COlE LLP 
P.O. Box 1247 
Seattle, Washington 98111-1247 
(206) 359-8000 
(206) 359-7198 (Fax) 
Attorneys for Applicant 
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Attorney Docket No. 030048001US O.J 
Client Ref No. 99-481 I~ . 

~i1 . 
PATENT f/f/ ::~·:: 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

09/629,576 

FILED: JULY 31,2000 

FoR: BROADCASTING NETWORK 

EXAMINER: M. Y. WON 

ART UNIT: 2155 

CONF. No: 5408 

Transmittal of Formal Drawings 

MS rssue Fee 
Commissioner for Patents 
P.O. Box 1450 
Alexandria~ VA 22313-1450 

Sir: 

Further to the Notice of Allowance dated July 13, 2004, and the Notice of 
Draftsperson's Patent Drawing Review dated July 8, 2004, enclosed are the required 
formal drawings, Figs 1-24 and 26-34 (39 Sheets}. 

No fees are believed due in connection with this response. However, if fees are 
duel the Commissioner is requested to charge them to Deposit Account No. 50-0665. 

Date: ~~c/ 
Correspondence Address: 
Customer No. 25096 
Perkins Coie LLP 
P.O. Box 1247 
Seattle. Washington 98111-1247 
(206) 359-8000 

[ PATENT PATENT-US ffransmittal Formal Drawings. DOC) 1 

Respectfully submitted, 
Perkins Coie LLP 

Chun Ng 
Registration No. 36 1878 
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BROADCASTING NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is related to U.S. patent application Ser. 
No. 09/629,570, entitled "JOINING A BROADCAST 
CHANNEL," filed on Jul. 31, 2000 U.S. patent application 
Ser. No. 09/629,577, "LEAVING A BROADCAST 
CHANNEL," filed on Jul. 31, 2000 currently patented. U.S. 
patent application Ser. No. 09/629,575, entitled "BROAD
CASTING ON A BROADCAST CHANNEL.'' filed on Jul. 

2 
ticularly well suited to sharing of information among many 
participants. In particular, when a client stores information 
to be shared at the server, each other client would need to 
poll the server to determine that new information is being 

5 shared. Such polling places a very high overhead on the 
communications network. Alternatively, each client may 
register a callback with the server, which the server then 
invokes when new information is available to be shared. 
Such a callback technique presents a performance bottleneck 

10 because a single server needs to call back to each client 
whenever new information is to be shared. In addition, the 
reliability of the entire sharing of information depends upon 
the reliability of the single server. Thus, a failure at a single 
computer (i.e., the server) would prevent communications 

31, 2000; U.S. patent application Ser. No. 09/629,572, 
entitled "CONTACfiNG A BROADCAST CHANNEL," 
filed on Jul. 31, 2000; U.S. patent application Ser. No. 
09/629,023, entitled "DISTRIBUTED AUCTION 
SYSTEM," filed on Jul. 31,·2000 now under appeal. U.S. 
patent application Ser. No. 09/629,043, entitled "AN 
INFORMATION DELIVERY SERVICE," filed on Jul. 31, 
2000 currently patented; U.S. patent application Ser. No. 
09/629,024, entitled "DISTRIBUTED CONFERENCING 
SYSTEM," filed on Jul. 31. 2000; and U.S. patent applica
tion Ser. No. 09/629,042, entitled "DISTRIBUTED GAME 
ENVIRONMENT," filed on Jul. 31, 2000 currently 
patented, the disclosures of which are incorporated herein by 

25 
reference. 

15 between any of the clients. 
The multicasting network protocols allow the sending of 

broadcast messages to multiple recipients of a network. The 
current implementations of such multicasting network pro
tocols tend to place an unacceptable overhead on the under-

20 lying network. For example, UDP multicasting would 
swamp the Internet when trying to locate all possible par
ticipants. IP multicasting has other problems that include 
needing special-purpose infrastructure (e.g., routers) to sup-
port the sharing of mformation efficiently. 

The peer-to-peer middleware communications systems 
rely on a multicasting network protocol or a graph of 
point-to-point network protocols. Such peer-to-peer middle
ware is provided by the T.120 Internet standard, which is 
used in such products as Data Connection's D.C.-share and 
Microsoft's NetMeeting. These peer-to-peer middleware 
systems rely upon a user to assemble a point-to-point graph 

TECHNICAL FIELD 

The described technology relates generally to a computer 
network and more particular! y, to a broadcast channel for a 30 

subset of a computers of an underlying network. 

BACKGROUND 
of the connections used for sharing the information. Thus, it 
is neither suitable nor desirable to use peer-to-peer middle
ware systems when more than a small number of partici-

35 pants is desired. In addition, the underlying architecture of 
the T.120 Internet standard is a tree structure, which relies on 
the root node of the tree for reliability of the entire network. 
That is, each message must pass through the root node in 

There are a wide variety of computer network communi
cations techniques such as point-to-point network protocols, 
client/server middleware, multicasting network protocols, 
and peer-to-peer middleware. Each of these communications 
techniques have their advantages and disadvantages, but 
none is particularly well suited to the simultaneous sharing 40 
of information among computers that are widely distributed. 
For example, collaborative processing applications, such as 

order to be received by all participants. 
It would be desirable to have a reliable communications 

network that is suitable for the simultaneous sharing of 
information among a large number of the processes that are 
widely distributed. a network meeting programs, have a need to distribute 

information in a timely manner to all participants who may 
be geographically distributed. 

The point-to-point network protocols, such as UNIX 
pipes, TCPIIP, and UDP, allow processes on different com
puters to communicate via point-to-point connections. The 
interconnection of all participants using point-to-point 
connections, while theoretically possible, does not scale well 
as a number of participants grows. For example, each 
participating process would need to manage its direct con
nections to all other participating processes. Programmers, 
however, find it very difficult to manage single connections, 
and management of multiple connections is much more 
complex. In addition, participating processes may be limited 
to the number of direct connections that they can support. 
This limits the number of possible participants in the sharing 
of information. 

The client/server middleware systems provide a server 
that coordinates the communications between the various 
clients who are sharing the information. The server functions 
as a central authority for controlling access to shared 
resources. Examples of client/server middleware systems 
include remote procedure calls ("RPC"), database servers, 
and the common object request broker architeciure 
("CORBA"). Client/server middleware systems are not par-

45 
SUMMARY OF THE INVENTION 

Embodiments of the invention deal with a non-routing 
table based method for broadcasting messages in a network. 
More specifically, a network in which each participant has at 
least three neighbor participants broadcasts data through 

50 each of its connections to neighbor participants, which in 
tum send the data that it receives to its other neighbor 
participants. The data is numbered sequentially so that data 
that is received out of order can be queued and rearranged. 

Communication within the broadcast channel is con-
55 trolled by a contact module and by a join module. The 

contact module locates a portal computer and requests the 
located portal computer to provide an indication of neighbor 
participants to which the participant can be connected. The 
join module receives the indication of the neighbor partici-

60 pants and establishes a connection between the seeking 
participant and each of the indicated neighbor participants. 

Each participant in the network is connected to neighbor · 
participants, and the participants and connections between 
them form an m-regular graph, where m is greater than 2. In 

65 addition, when a participant receives data from a neighbor 
participant. it sends ihe data io its other neighbor partici
pants. 
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BRIEF DESCRIPTION OF THE DRAWINGS 
4 

FIG. 24 is a flow diagram illustrating the processing of the 
distribute broadcast message routine in one embodiment. 

FIG. 1 illustrates a graph that is 4-regular and 4-connected 
which represents a broadcast channel. 

FIG. 2 illustrates a graph representing 20 computers 
connected to a broadcast channel. 

FIG. 26 is a flow diagram illustrating the processing of the 
handle connection port search statement routine in one 

5 embodiment. 
FIG. 27 is a flow diagram illustrating the processing of the 

court neighbor routine in one embodiment. FIGS. 3A and 3B illustrate the process of connecting a 
new computer Z to the broadcast channel. 

FIG. 4Aillustrates the broadcast channel of FIG. l with 
an added computer. 

FIG. 28 is a flow diagram illustrating the processing of the 

10 
handle connection edge search call routine in one embodi
ment. 

FIG. 4B illustrates the broadcast channel of FIG. 4A with 
an added computer. 

FIG. 4C also illustrates the broadcast channel of FIG. 4A 
with an added computer. 

FIG. SA illustrates the disconnecting of a computer from 
the broadcast channel in a pl3lll}ed manner. 

FIG. SB illustrates the disconnecting of a computer from 
the broadcast channel in an unplanned manner. 

IS 

FIG. SC illustrates the neighbors with empty ports con- 20 

dition. 
FIG. SD illustrates two computers that are not neighbors 

who now have empty ports. 
FIG. 5E illustrates the neighbors with empty ports con- 25 

dition in the small. regime. 
FIG. SF illustrates the situation of FIG. SE when in the 

large regime. 

FIG. 29 is a flow diagram illustrating the processing of the 
handle connection edge search response routine in one 
embodiment. 

FIG. 30 is a flow diagram illustrating the processing of the 
broadcast routine in one embodiment. 

FIG. 31 is a flow diagram illustrating the processing of the 
acquire message routine in one embodiment. 

FIG. 32 is a flow diagram illustrating processing of the 
handle condition check message in one embodiment. 

FIG. 33 is a flow diagram illustrating processing of the 
handle condition repair statement routine in one embodi
ment. 

FIG. 34 is a flow diagram illustrating the processing of the 
handle condition double check routine. 

DETAILED DESCRIPTION 

A broadcast technique in which a broadcast channel . FIG. 6 is a block diagram illustrating components of a 
computer that is connected to a broadcast channel. 

FIG. 7 is a block diagram illustrating the sub-components 
of the broadc~ter component in one embodiment. · 

FIG. 8 is a flow diagram illustrating the processing of the 
connect routine in one embodiment. 

30 overlays a point-to-point communications network is pro
vided. The broadcasting of a message over the broadcast 
channel is effectively a multicast to those computers of the 
network that are currently connected to the broadcast chan-

FIG. 9 is a flow diagram illustrating the processing of the 
35 

seek portal computer routine in one embodiment. 
FIG. 10 is a flow diagram illustrating the processing of the 

contact process routine in one embodiment. 
FIG. 11 is a flow diagram illustrating the processing of the 40 

connect request routine in one embodiment. 
FI~12-iS-a-flow diagram of the processing of the check 

for external call routine in one embodiment. 
FIG. 13 is a flow diagram of the processing of the achieve 

connection routine in one embodiment. 45 

FIG. 14 is a flow diagram illustrating the processing of the 
external dispatcher routine in one embodiment. 

FIG. lS is a flow diagram illustrating the processing of the 
handle seeking connection call routine in one embodiment. 50 

FIG. 16 is a flow diagram i1lustrating processing of the 
handle connection request call routine in one embodiment. 

FIG. 17 is a flow diagram illustrating the processing of the 
add neighbor routine in one embodiment 

FIG. 18 is a flow diagram illustrating the processing of the 55 

forward connection edge search routine in one embodiment. 
FIG. 19 is a flow diagram illustrating the processing of the 

handle edge proposal call routine. 
FIG. 20 is a flow diagram illustrating the processing ofthe 

60 
handle port connection call routine in one embodiment 

FIG. 21 is a flow diagram illustrating the processing of the 
fill hole routine in one embodiment. 

nel. In one embodiment, the broadcast technique provides a 
logical broadcast channel to which host computers through 
their executing processes can be connected. Each computer 
that is connected to the broadcast channel can broadcast 
messages onto and receive messages off of the broadcast 
channeL Each computer that is connected to the broadcast 
channel receives all messages that are broadcast while it is 
connected. The logical broadcast channel is implemented 
using an underlying network system (e.g., the Internet) that 
allows each computer connected to the underlying network 
system to send messages to each other connected computer 
using each computer's address. Thus, the broadcast tech
nique effectively provides a broadcast channel using an 
underlying network system that sends messages on a point
to-point basis. 

The broadcast technique overlays the underlying network 
system with a graph of point-to-point connections (i.e., 
edges) between host computers (i.e., nodes) through which 
the broadcast channel is implemented. In one embodiment, 
each computer is connected to four other computers, referred 
to as neighbors. (Actually, a process executing on a com-
puter is connected to four other processes executing on this 
or four other computers.) To broadcast a message, the 
originating computer sends the message to each of its 
neighbors using its point-to-point connections. Each com
puter that receives the message then sends the message to its 
three other neighbors using the point-to-point connections. 
In this way, the message is propagated to each computer 
using the underlying network to effect the broadcasting of 
the message to each computer over a logical broadcast 
channeL A graph in which each node is connected to four FIG. 22 is a flow diagram illustrating the processing of the 

internal dispatcher routine in one embodiment. 
FIG. 23 is a flow diagram illustrating the processing of the 

handle broadcast message routine in one embodiment. 

65 other nodes is referred to as a 4-regular graph. The use of a 
4-regular graph means that a computer would become 
disconnected from the broadcast channel only if all four of 
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the connections to its neighbors fail. The graph used by the 
broadcast technique also has the property that it would take 
a failure of four computers to divide the graph into disjoint 
sub-graphs, that is two separate broadcast channels. This 
property is referred to as being 4-connected. Thus, the graph 5 

is both 4-regular and 4-connected. 
FIG. 1 illustrates a graph that is 4-regular and 4-connected 

which represents the broadcast channel. Each of the nine 
nodes A-I represents a computer that is connected to the 
broadcast channel, and each of the edges represents an lO 

"edge,. connection between two computers of the broadcast 
channeL The time it takes to broadcast a message to each 
computer on the broadcast channel depends on the speed of 
the connections between the computers and the number of 
connections between the originating computer and each 15 

other computer on the broadcast channel. The minimum 
number of connections that a message would need to 
traverse between each pair of computers is the "distance .. 
between the computers (i.e., the shortest path between the 
two nodes of the graph). For example, the distance between 20 

computers A and F is one because computer A is directly 
connected to computer F. The distance between computers A 
and B is two because there is no direct connection between 
computers A and B, but computer F is directly connected to 
computer B. Thus,. a message originating at computer A 25 

would be sent directly· to computer F, and then sent from 
computer F to computer B. The maximum of the distances 
between the computers is the "diameter" of broadcast chan
nel. The diameter of the broadcast channel represented by 
FIG. 1 is two. That is, a message sent by any computer 30 

would traverse no more than two connections to reach every 
other computer. FIG~ 2 illustrates a graph representing 20 
computers connected to a broadcast channel. The diameier 
of this broadcast channel is 4. In particular, the shortest path 
between computers 1 and 3 contains four connections (1-12, 35 

12-15, 15-18, and 18-3). 
The broadcast technique includes· ( 1) the connecting of 

computers to the broadcast channel (i.e.. composing the 
graph), (2) the broadcasting_ of messages over the broadcast 
channel (i.e., broadcasting through the graph), and (3) the 40 
disconnecting of computers from the broadcast channel (i.e., 
decomposing the graph) composing the graph. 

Composing the Graph 

6 
puter then directs the identifying of four computers (i.e., to 
be tl).e seeking computer's neighbors) to which the seeking 
computer is to connect. Each of these four computers then 
cooperates with the seeking computer to effect the connect
ing of the seeking computer to the broadcast channel. A 
computer that has started the process of locating a portal 
computer, but does not yet have a neighbor, is in the 
"seeking connection state." A computer that is connected to 
at least one neighbor, but not yet four neighbors, is in the 
"partially connected state." A computer that is currently, or 
has been, previously connected to four neighbors is in the 
"fully connected state." 

Since the broadcast channel is a 4-regular graph, each of 
the identified computers is aheady connected to four com
puters. Thus, some connections between computers need to 
be broken so that the seeking computer can connect to four 
computers. In one embodiment, the broadcast technique 
identifies two pairs of computers that are currently con
nected to each other. Each of these pairs of computers breaks 
the connection between them, and then each of the four 
computers (two from each pair) connects to the seeking 
computer. FIGS. 3A and 3B illustrate the process of a new 
computer Z connecting to the broadcast channeL FIG. 3A 
illustrates the broadcast channel before computer Z is con-
nected. The pairs of computers B and E and computers C and 
D are the two pairs that are identified as the neighbors for the 
new computer Z. The connections between each of these 
pairs is broken, and a connection between computer Z and 
each of computers B, C, D, and E is established as indicated 
by FIG. 3B. The process of breaking the connection between 
two neighbors and reconnecting each of the former neigh
bors to another computer is referred to as "edge pinning" a~ 
the edge between two nodes may be considered to be 
stretched and pinned to a new node. 

Each computer connected to the broadcast channel allo
cates five communications ports for communicating with 
other computers. Four of the ports are referred to as "inter
nal" ports because they are the ports through which the 
messages of the broadcast channels are sent. The connec-
tions between internal ports of neighbors are referred to as 
"internal" connections; Thus, the internal connections of the 
broadcast channel form the 4-regular and 4-connected 
graph. The fifth port is referred to as an "external" port 
because it is used for sending non-broadcast messages 

To connect to the broadcast channel, the computer seeking 
the connection first locates a computer that is currently fully 
connected to the broadcast channel and then establishes a 
connection with four of the computers that are already 
connected to the broadcast channel. (This assumes that there 
are at least four computers already connected to the broad
cast channel. When there are fewer than five computers 
connected, the broadcast channel cannot be a 4-regular 
graph. In such a case, the broadcast channel is considered to 
be in a "small regime." The broadcast technique for the 
small regime is described below in detail. When five or more 
computers are connected~ the broadcast channel is consid
ered to be in the "large regime." This description assumes 
that the broadcast channel is in the large regime, unless 
specified otherwise.) Thus, the process of connecting to the 
broadcast channel includes locating the broadcast channel, 
identifying the neighbors for the connecting computer, and 
then connecting to each identified neighbor. Each computer 
is aware of one or more "portal computers" through which 
that computer may locate the broadcast channel. A seeking 
computer locates the broadcast channel by contacting the 
portal computers until it finds one that is currently fully 
connected to the broadcast channel. The found portal com-

45 between two computers. Neighbors can send non-broadcast 
messages either through their internal ports of their connec
tion or through their external ports. A seeking computer uses 
external ports when locating a portal computer. 

In one embodiment, the broadcast technique establishes 
50 the computer connections using the TCPIIP communications 

protocol, which is a point-to-point protocol, as the underly
ing network. The TCPIIP protocol provides for reliable and 
ordered delivery of messages between computers. The TCP/ 
IP protocol provides each computer with a "port space" that 

55 is shared among all the processes that may execute on that 
computer. The ports are identified by numbers from 0 to 
65,535. The first 2056 ports are reserved for specific appli
cations (e.g., port 80 for HTTP messages). The remainder of 
the ports are user ports that are available to any process. In 

60 one embodiment, a- set of port numbers-can. be. reserved for 
use by the computer connected to the broadcast channel. In 
an alternative embodiment, the port numbers used are 
dynamically identified by each computer. Each computer 
dynamically identifies an available port to be used as its 

65 call-in port. This call-in port is used to establish connections 
with the external port and the internal ports. Each compuler 
that is connected to the broadcast channel can receive 
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non-broadcast messages through its external port. A seeking 
computer tries "dialing" the port numbers of the portal 
computers until a portal computer "answers," a call on its 
call-in port. A portal computer answers when it is connected 

8 
receives to its neighbors and disregards subsequently 
received copies. Thus, the total number of copies of a 
message that is sent between the computers is 3N+ 1, where 
N is the number of computers connected to the broadcast 
channel. Each computer sends three copies of the message, 
except for the originating computer, which sends four copies 
of the message. 

The redundancy of the message sending helps to ensure 
the overall reliability of the broadcast channel. Since each 
computer has four connections to the broadcast channel, if 
one computer fails during the broadcast of a message, its 
neighbors have three other connections through which they 
will receive copies of the broadcast message. Also, if the 
internal connection between two computers is slow, each 
computer has three other connections through which it may 
receive a copy of each message sooner. 

Each computer that originates a message numbers its own 
messages sequentially. Because of the dynamic nature of the 
broadcast channel and because there are many possible 

to or attempting to connect to the broadcast channel and its 5 

call-in port is dialed. (In this description, a telephone meta
phor is used to describe the connections.) When a computer 
receives a call on its call-in port, it transfers the call to 
another port. Thus, the seeking computer actually commu
nicates through that transfer-to port, which is the external lO 

port. The call is transferred so that other computers can place 
calls to that computer via the call-in port. The seeking 
computer then communicates via that external port to 
request the portal computer to assist in connecting the 
seeking computer to the broadcast channel. The seeking 15 

computer could identify the call-in port number of a portal 
computer by successively dialing each port in port number 
order. As discussed below in detail, the broadcast technique 
uses a hashing algorithm to select the port number o!der, 
which may result in improved performance. 20 connection paths between computers, the messages may be 

received out of order. For example, the distance between an 
originating computer and a certain receiving computer may 
be four. After sending the first message, . the originating 
computer and receiving computer may become neighbors 

A seeking computer could connect to the broadcast chan-
nel by connecting to computers either directly connected to 
the found portal computer or directly connected to one of its 
neighbors. A possible problem with such a scheme for 
identifying the neighbors for the seeking computer is that the 25 

diameter of the broadcast channel may increase when each 
seeking computer uses the same found portal computer and 
establishes a connection to the broadcast channel directly 
through that found portal computer. Conceptually, the graph 
becomes elongated in the direction of where the new nodes 30 

are· added. FIGS. 4A-4C illustrate that possible problem. 
FIG. 4A illustrates the broadcast channel of FIG. l with an 
added computer. Computer J was connected to the broadcast 
channel by edge pinning edges C-D and E-H to computer 
J. The diameter of this broadcast channel is still two. FIG. 35 

4B illustrates the broadcast channel of FIG. 4A with an 
added computer. Computer K was connected to the broad
cast channel by edge pinning edges E-J and B-C to com
puter K. The diameter of this broadcast channel is three, 
because the shortest path from computer G to computer K is 40 

through edges G-A, A-E, and E-K. FIG. 4C also illustrates 
the broadcast channel of FIG. 4A with an added computer. 
Computer K was connected to the broadcast channel by edge 
pinning edges D-G and E-J to computer K. The diameter of 
this broadcast channel is, however, still two. Thus, the 45 

selection of neighbors impacts the diameter of the broadcast 
channel. To help minimize the diameter, the broadcast 
technique uses a random selection technique to identify the 
four neighbors of a computer in the seeking connection state. 
The random selection technique tends to distribute the 50 

connections to new seeking computers throughout the com
puters of the broadcast channel which may result in smaller 
overall diameters. 

and thus the distance between them changes to one. The first 
message may have to travel a distance of four to reach the 
receiving computer. The second message only has to travel 
a distance of one. Thus, it is possible for the second message 
to reach the receiving computer before the first message. 

When the broadcast channel is in a steady state (i.e., no 
computers connecting or disconnecting from the broadcast 
channel), out-of-order messages are not a problem because 
each computer will eventually receive both messages and 
can queue messages until all earlier ordered messages are 
received. If, however, the broadcast channel is not in a 
steady state, then problems can occur. In particular, a com-
puter may connect to the broadcast channel after the second 
message has already been received and forwarded on by its 
new neighbors. When a new neighbor eventually receives 
the first message, it sends the message to the newly con
nected computer. Thus, the newly connected computer will 
receive the first message, but will not receive the second 
message. If the newly connected computer needs to process 
the messages in order, it would wait indefinitely for the 
second message. 

One solution to this problem is to have each computer 
queue all the messages that it receives until it can send them 
in their proper order to its neighbors. This solution, however, 
may tend to slow down the propagation of messages through 
the computers of the broadcast channel. Another solution 
that may have less impact on the propagation speed is to 
queue messages only at computers who are neighbors of the 
newly connected computers. Each already connected neigh
bor would forward messages as it receives them to its other 

Broadcasting Through the Graph 

As described above, each computer that is connected to 
the broadcast channel can broadcast messages onto the 
broadcast channel and does receive all messages that are 
broadcast on the broadcast channel. The computer that 
originates a message to be broadcast sends that message to 
each of its four neighbors using the internal connections. 
When a computer receives a broadcast message from a 
neighbor, it sends the message to its three other neighbors. 
Each computer on the broadcast channel, except the origi
nating computer, will thus receive a copy of each broadcast 
message from each of its four neighbors. Each computer, 
however, only sends the first copy of the message that it 

55 neighbors who are not newly connected, but not to the newly 
connected neighbor. The already connected neighbor would 
only forward messages from each originating computer to 
the newly connected computer when it can ensure that no 
gaps in the messages from that originating computer will 

60 occur. In one embodiment, the already connected neighbor 
may track the highest sequence number of the messages 
already received and forwarded on from each originating 
computer. The already connected computer will send only 
higher numbered messages from the originating computers 

65 to the newly connected computer. Once all lower numbered 
messages have been received from all originating 
computers, then the already connected computer can treat 
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the newly connected computer as its other neighbors and 
simply forward each message as it is received. In another 
embodiment, each computer may queue messages and only 
forwards to the newly connected computer those messages 
as the gaps are filled in. For example, a computer might 5 

receive messages 4 and 5 and then receive message 3. In 
such a case, the already connected computer would forward 
queue messages 4 and 5. When message 3 is finally received, 
the already connected computer will send messages 3, 4, and 
5 to the newly connected computer. If messages 4 and 5 were l o 
sent to the newly connected computer before message 3, 
then the newly connected computer would process messages 
4 and 5 and disregard message 3. Because the already 
connected computer queues messages 4 and 5, the newly 
connected computer will be able to process message 3. It is 15 

possible that a newly connected computer will receive a set 
of messages from an originating computer through one 
neighbor and then receive another set of message from the 
same originating computer through another neighbor. If the 
second set of messages contains a message that is ordered 20 

earlier than the messages of the first set received, then the 
newly connected computer may ignore that earlier ordered 
message if the computer already processed those later 
ordered messages. 

10 
the connection request, it communicates with the requesting 
computer through its external port to establish a connection 
between the two computers. FIG. SB illustrates the discon-
necting of a computer from the broadcast channel in an 
unplanned manner. In this illustration, computer H ,has 
disconnected in an unplanned manner. When each of its 
neighbors. computers A, E, F, and I, recognizes the 
disconnection, each neighbor broadcasts a port connection 
request indicating that it needs to fill an empty port. As 
shown by the dashed lines, computers F and I and computers 
A and E respond to each other's requests and establish a 
connection. 

It is possible that a planned or unplanned disconnection 
may result in two neighbors each having an empty internal 
port. In such a case, since they are neighbors, they are 
already connected and cannot fill their empty ports by 
connecting to each other. Such a condition is referred to as 
the "neighbors with empty ports" condition~ Each neighbor 
broadcasts a port connection request when it detects that it 
has an empty port as described above. When a neighbor 
receives the port connection request from the other neighbor, 
it will recognize the condition that itS neighbor also has an 
empty port. Such a condition may also occur when the 
broadcast channel is in the small regime. The condition can 

Decomposing the Graph 
25 only be corrected when in the large regime. When in the 

small regime, each computer will have less than four neigh
bors. To detect this condition in the large regime, which 
would be a problem if not repaired, the first neighbor to 

A connected computer disconnects from the broadcast 
channel either in a planned or unplanned manner. When a 
computer disconnects in a planned manner, it sends a 
disconnect message to each of its four neighbors. The 30 

disco~ect message includes a list that identifies the four 
neighbors of the disconnecting computer. When a neighbor 
receives the disconnect message, it tries to connect to one of 
the computers on the list. In one embodiment, the first 
computer in the list will try to connect to the second 35 

computer in the list, and the third computer in the list will 
try to connect to the fourth computer in the list. If a computer 
cannot connect (e.g, the first and second computers are 
already connected), then the computers may try connecting 
in various other combinations. If connections cannot be 40 

established, each computer broadcasts a message that it 
needs to establish a connection with another computer. 
When a computer with an available internal port receives the 
message, it can then establish a connection with the com
puter that broadcast the message. FIGS. SA-SD illustrate the 45 

disconnecting of a computer from the broadcast channel. 
FIG. SA illustrates the disconnecting of a computer from the 
broadcast channel in a planned manner. When computer H 
decides to disconnect, it sends its list of neighbors to each of 
its neighbors (computers A, E, F and I) and then disconnects so 
from each of its neighbors. When computers A and I receive 
the message they establish a connection between them as 
indicated by the dashed line, and similarly for computers E 
and F. 

receive the port connection request recognizes the condition 
and sends a condition check message to the other neighbor. 
The condition check message includes a list of the neighbors 
of the sending computer. When the receiving computer 
receives the list, it compares the list to its own list of 
neighbors. If the lists are different, then this condition has 
occurred in the large regime and repair is needed. To repair 
this condition, the receiving computer will send a condition 
repair request to one of the neighbors of the sending com~ 
puter which is not already a neighbor of the receiving 
computer. When the computer receives the condition repair 
request, it disconnects from one of its neighbors (other than 
the neighbor that is involved with the condition) and con-
nects to the computer that sent the condition repair request. 
Thus, one of the original neighbors involved in the condition 
will have had a port filled. However, two computers are still 
in need of a connection, the other original neighbor and the 
computer that is now disconnected from the computer that 
received the condition repair request. Those two computers 
send out port connection requests. If those two computers 
are not neighbors. then they will connect to each other when 
they receive the requests. [f, however, the two computers are 
neighbors, then they repeat the condition repair process until 
two non-neighbors are in need of connections. 

It is possible that the two original neighbors with the 
condition may have the same set of neighbors. When the 

When a computer disconnects in an unplanned manner, 
such as resulting from a power failure, the neighbors con
nected to the disconnected computer recognize the discon
nection when each attempts to send its next message to the 
now disconnected computer. Each former neighbor of the 
disconnected computer recognizes that it is short one-con
nection (i.e., it has a hole or empty port). When a connected 
computer detects that one of its neighbors is now 
disconnected, it broadcasts a port connection request on the 
broadcast channel, which indicates that it has one internal 
port that needs a connection. The port connection request 
identifies the call-in port of the requesting computer. When 
a connected computer that is also short a connection receives 

55 neighbor that receives the condition check message deter
mines that the sets of neighbors are the same, it sends a 
condition double check message to one of its neighbors 
other than the neighbor who also has the condition. When 
the computer receives the condition double check message, 

60 it determines whether it has the same set of neighbors as the 
sending computer. If so, the broadcast channel is in the small 
regime and the condition is not a problem. If the set of 
neighbors are different, then the computer that received the 
condition double check message sends a condition check 

65 message to the original neighbors with the condition. The 
computer that receives that condition check message directs 
one of it neighbors to connect to one of the original 
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neighbors with the condition by sending a condition repair 
message. Thus, one of the original neighbors with the 
condition will have its port filled. 

FIG. SC illustrates the neighbors with empty ports con
dition. In this illustration, computer H disconnected in an 5 

unplanned manner, but computers F and I responded to the 
port connection request of the other and are now connected 
together. The other former neighbors of computer H, com
puters A and B, are already neighbors, which gives rise to the 
neighbors with empty ports condition. In this example, IO 
computer B received the port connection request from 
computer A, recognized the possible condition, and sent 
(since they are neighbors via the internal connection) a 
condition check message with a list of its neighbors to 
computer A. When computer A received the list, it recog- 15 

nized that computer B has a different set of neighbor (i.e., the 
broadcast channel is in the large regime). Computer A 
selected computer D, which is a neighbor of computer B and 
sent it a condition repair request. When computer D received 
the condition repair request, it disconnected from one of its 20 
neighbors (other than computer B). which is computer G in 
this example. Computer D then connected to computer A. 
FIG. SD illustrates two computers that are not neighbors 
who now have empty ports. Computers B and G now have 
empty ports and are not currently neighbors. Therefore, 25 

computers B and G can connect to each other. 
FIGS. 5B and 5F further illustrate the neighbors with 

empty ports condition. FIG. 5B illustrates the neighbors with 
empty ports condition in the small regime. In this example, 
if computer B disconnected in an unplanned manner, then 30 

each computer broadcasts a port connection request when it 
detects the disconnect. When computer A receives the port 
connection. request form computer B, it detects the neigh
bors with empty ports condition and sends a condition check 
message to computer B. Computer B recognizes that it has 35 

the same set of neighbors (computer C and D) as computer 
A and then sends a condition double check message to 
computer C. Computer C recognizes that the broadcast 
channel isin the small regime because is also has the same 
set of neighbors as computers A and B, computer C may then 40 

broadcast a message indicating that the broadcast channel is 
in the small regime. 

FIG. SF illustrates the situation of FIG. SB when in the 
large regime. As discussed above, computer C receives the 

45 
condition double check message from computer B. In this 
case, computer C recognizes that the broadcast channel is in 
the large regime because it has a set of neighbors that is 
different- from computer B. The edges extending up from 
computer C and D indicate connections to other computers. 

50 
Computer C then sends a condition check message to 
computer B. When computer B receives the condition check 
message, it sends a condition repair message to one of the 
neighbors of computer C. The computer that receives the 
condition repair message disconnects from one of its 

55 
neighbors, other than computer C, and tries to connect to 
computer B and the neighbor from which it disconnected 
tries to connect to computer A. 

Port Selection 

12 
embodiment, the computers connected to the broadcast 
channel dynamically allocate their port numbers. Each com
puter could simply try to locate the lowest number unused 
port on that computer and use that port as the call-in port. A 
seeking computer, however, does not know in advance the 
call-in port number of the portal computers when the port 
numbers are dynamically allocated. Thus, a seeking com
puter needs to dial ports of a portal computer starting with 
the lowest port number when locating the call-in port of a 
portal computer. If the portal computer is connected to (or 
attempting to connect to) the broadcast channel, then the 
seeking computer would eventually find the call-in port. If 
the portal computer is not connected, then the seeking 
computer would eventually dial every user port. In addition, 
if each application program on a computer tried to allocate 
low-ordered port numbers, then a portal computer may end 
up with a high-numbered port for its call-in port because 
many of the low-ordered port numbers would be used by 
other application programs. Since the dialing of a port is a 
relatively slow process, it would take the seeking computer 
a long time to locate the call-in port of a portal computer. To 
minimize this time, the broadcast technique uses a port 
ordering algorithm to identify the port number order that a 
portal computer should use when finding an available port 
for its call-in port. In one embodiment, the broadcast tech
nique uses a hashing algorithm to identify the port order. The 
algorithm preferably distributes the ordering of the port 
numbers randomly through out the user port number space 
and only selects each port number once. In addition, every 
time the algorithm is executed on any computer for a given 
channel type and channel instance, it generates the same port 
ordering. As described below, it is possible for a computer 
to be connected to multiple broadcast channels that are 
uniquely identified by channel type and channel instance. 
The algorithm may be "seeded" with channel type and 
channel instance in order to generate a unique ordering of 
port numbers for each broadcast channel. Thus, a seeking 
computer will dial the ports of a portal computer in the same 
order as the portal computer used when allocating its call-in 
port. 

If many computers are atthe same time seeking connec
tion to a broadcast channel through a single portal computer, 
then the ports of the portal computer may be busy when 
called by seeking computers. The seeking computers would 
typically need to keep on redialing a busy port. The process 
of locating a call-in port may be significantly slowed by such 
redialing. In one embodiment, each seeking computer may 
each reorder the first few port numbers generated by the 
hashing algorithm. For example, each seeking computer 
could randomly reorder the first eight port numbers gener
ated by the hashing algorithm. The random ordering could 
also be weighted where the first port number generated by 
the hashing algorithm would have a 50% chance of being 
first in the reordering, the second port number would have 
a 25% chance of being first in the reordering, and so on. 
Because the seeking computers would use different 
orderings, the likelihood of finding a busy port is reduced. 
For example, if the first eight port numbers are randomly 
selected. then it is possible that eight seeking computers 

60 could be simultaneously dialing ports in different sequences 
which would reduce the chances of dialing a busy port. As described above, the TCPIIP protocol designates ports 

above number 2056 as user ports. The broadcast technique 
uses five user port numbers on each computer: one external 
port and four internal ports. Generally, user ports cannot be 
statically allocated to an application program because other 65 

applications programs executing on the same computer may 
use conflicting port numbers. As a result, in one 

Locating a Portal Computer 

Bach computer that can connect to the broadcast channel 
has a list of one or more portal computers through which it 
can connect to the broadcast channel. In one embodiment, 
each computer has the same set of portal computers. A 
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seeking computer locates a portal computer that is connected 
to the broadcast channel by successively dialing the ports of 
each portal computer in the order specified by an algorithm. 
A seeking computer could seleCt the first portal computer 
and- then dial all its ports until a call-in port of a computer 5 
that is fully connected to the broadcast channel is found. If 
no call-in port is found, then the seeking computer would 
select the next portal computer and repeat the process until 
a portal computer with such a call-in port is found. A 
problem with such a seeking technique is that all user ports 10 

of each portal computer are dialed until a portal computer 
fully connected to the broadcast channel is found. In an 
alternate embodiment, the. seeking computer selects a port 
number according to the algorithm and then dials each portal 
computer at that port number. If no acceptable call-in port to Is 
the broadcast channel is found, then the seeking computer 
selects the next port number and repeats the process. Since 
the call-in ports are likely allocated at lower-ordered port 
numbers. the seeking computer first dials the port numbers 
that are most likely to be call-in ports of the broadcast 20 

channel. The seeking computers may have a maximum 
search depth; that is the number of ports that it will dial when 
seeking a portal computer that is fully connected. If the 
seeking computer exhausts its search depth, then either the 
broadcast channel has not yet been established or, if the 25 

seeking computer is also a portal computer, it can then 
establish the broadcast channel with itself as the first fully 
connected computer. 

When a seeking computer locates a portal computer that 

14 
To select the four computers, a portal computer sends an 

edge connection request message through one of its internal 
connections that is randomly selected. The receiving com
puter again- sends the edge connection request message 
through one of its internal connectim1s that is randomly 
selected. This sending of the message corresponds to a 
random walk through the graph that represents the broadcast 
channel. Eventually, a receiving computer will decide that 
the message has traveled far enough to represent a randomly 
selected computer. That receiving computer will offer the 
internal connection upon which it received the edge con-
nection request message to the seeking computer for edge 
pinning. Of course, if either of the computers at the end of 
the offered internal connection are already neighbors of the 
seeking computer. then the seeking computer cannot connect 
through that internal connection. The computer that decided 
that the message has traveled far enough will detect this 
condition of already being a neighbor and send the message 
to a randomly selected neighbor. 

In one embodiment, the distance that the edge connection 
request message travels is established by the portal computer 
to be approximately twice the estimated diameter of the 
broadcast channel. The message includes an indication of 
the distance that it is to travel. Each receiving computer 
decrements that distance to travel before sending the mes
sage on. The computer that receives a message with a 
distance to travel that is zero is considered to be the 
randomly selected computer. If that randomly selected com
puter cannot connect to the seeking computer (e.g., because 
it is already connected to it), then that randomly selected 
computer forwards the edge connection request to one of its 
neighbors with a new distance to travel. In one embodiment, 
the forwarding computer toggles the new distance to travel 
between zero and one to help prevent two computers from 
sending the message back and forth between each other. 

Because of the local nature of the information maintained 
by each computer connected to the broadcast channel, the 
computers need not generally be aware of the diameter of the 
broadcast chaiJilel. In one embodiment, each message sent 
through the broadcast channel has a distance traveled field. 
Each computer that forwards a message increments the 

is itself not fully connected, the two computers do not 30 

connect when they first locate each other because the 
broadcast channel may already be established and accessible 
through a higher-ordered port number on another portal 
computer. If the two seeking computers were to connect to 
each other, then two disjoint broadcast channels would be 35 

formed. Each seeking computer can share its experience in 
trying to locate a portal computer with the other seeking 
computer. In particular. if one seeking computer has 
searched all the portal computers to a depth of eight, then the 
ml.e seeking computer can share that it has searched ·to a 40 

depth of eight with another seeking computer. If that other 
seeking computer has searched to a depth of, for example, 
only four, it can skip searching through depths five through 
eight and that other seeking computer can advance its 
searching to a depth of nine. 

In one embodiment, each computer may have a different 

distance traveled field. Each computer also maintains an 
estimated diameter of the broadcast channel. When a com
puter receives a message that has traveled a distance that 

45 indicates that the estimated diameter is too small, it updates 
its estimated diameter and broadcasts an estimated diameter 

set of portal computers and a different maximum search 
depth. In such a situation, it may be possible that two disjoint 
broadcast channels are formed because a seeking computer 
cannot locate a fully connected port computer at a higher 50 

depth. Similarly, if the set of portal computers are disjoint, 
then two separate broadcast channels would be formed. 

Identifying Neighbors for a Seeking Computer 

message. When a computer receives an estimated diameter 
message that indicates a diameter that is larger than its own 
estimated diameter. it updates its own estimated diameter. 
This estimated diameter is used to establish the distance that 
an edge connection request message should traveL 

External Data Representation 

The computers connected to the broadcast channel may 
internally store their data in different formats. For example, 
one computer may use 32-bit integers, and another computer 
may use 64-bit integers. As another example, one computer 
may use ASCII to represent text and another computer may 
use Unicode. To allow communications between heteroge
neous computers, the messages sent over the broadcast 
channel may use the XDR ("external Data Representation") 
format. 

As described above, the neighbors of a newly connecting 55 
computer are preferably selected randomly from the set of 
currently connected computers. One advantage of the brmid
cast channel, however. is that no computer has global 
knowledge of the broadcast channel. Rather, each computer 
has local knowledge of itself and its neighbors. This-limited 60 

local knowledge has the advantage that all the connected 
computers are peers (as far as the broadcasting is concerned) 
and the failure of any one computer (actually any three 
computers when in the 4-regular and 4-connect form) will 
not cause the broadcast channel to fail. This local knowledge 
makes it difficult for a portal computer to randomly select 
four neighbors for a seeking computer. 

The underlying peer-to-peer communications protocol 
65 may send multiple messages in a single message siream. The 

traditional technique for retrieving messages from a stream 
has been to repeatedly invoke an operating system routine to 
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retrieve the next message in the stream. The retrieval of each 
message may require two calls to the operating system: one 
to retrieve the size of the next message and the other to 
retrieve the number of bytes indicated by the retrieved size. 
Such calls to the operating system can, however, be very 5 

slow in comparison to the invocations of local routines. To 
overcome the inefficiencies of such repeated calls, the broad
cast technique in one embodiment, uses XDR to identify the 
message boundaries in a stream of messages. The broadcast 
technique may request the operating system to provide the 10 

next, for example, 1,024 bytes from the stream. The broad
cast technique can then repeatedly invoke the XDR routines 
to retrieve the messages and use the success or failure of 
each invocation to determine whether another block of 1,024 
bytes needs to be retrieved from the operating system. The l5 
invocation of XDR routines do not involve system calls and 
are thus more efficient than repeated system calls. 

M-Regular 

In the embodiment described above, each fully connected 20 

computer has four internal connections. The broadcast tech
nique can be used with other numbers of internal connec
tions. For example, each computer could have 6, 8, or any 
even number of internal connections. As the number of 
internal connections increase, the diameter of the broadcast 25 

channehends to decrease, and thus propagation time for a 
message tends to decrease. The time that it takes to connect 
a seeking computer to the broadcast channel may, however; 
increase as the number of internal connections increases. 
When the number of internal connectors _is even, then the 30 

broadcast channel can be maintained as m-regular and 
m-connecied (in the steady state). If the number of internal 
connections is odd, then when the broadcast channel has an 
odd number of computers connected, one of the computers 
will have less than that odd number of internal connections. 35 

In such a situation, the broadcast network is neither 
m-regular nor m-connected. When the next computer con
nects to the broadcast channel, . it can again become 
m-regular and m-connected. Thus, with an odd number of 
internal connections, the broadcast channel toggles between 40 

being and not being m-regular and m-connected. 

Components 

16 
broadcast channel to which it is connected. The broadcaster 
component may be implement as an object that is instanti
ated within the process space of the application program. 
Alternatively, the broadcaster component may execute as a 
separate process or thread from the application program. In 
one embodiment, the broadcaster component provides func-
tions (e.g., methods of class) that can be invoked by the 
application programs. The primary functions provided may 
include a connect function that an application program 
invokes passing an indication of the broadcast channel to 
which the application program wants to connect. The appli-
cation program may provide a callback routine that the 
broadcaster component invokes to notify the application 
program that the connection has been completed, that is the 
process enters the fully connected state. The broadcaster 
component may also provide an acquire message function 
that the application program can invoke to retrieve the next 
message that is broadcast on the broadcast channel. 
Alternatively, the application program may provide a call
back routine (which may be a virtual function provided by 
the application program) that the broadcaster component 
invokes to notify the application program that a broadcast 
message has been received. Each broadcaster component 
al1ocates a call-in port using the hashing algorithm. When 
calls are answered at the call-in port, they are transferred to 
other ports that serve as the external and internal ports. 

The computers connecting to the broadcast channel may 
include a central processing unit, memory, input devices 
(e.g., keyboard and pointing device), output devices (e.g., 
display devices), and storage devices (e.g., disk drives). The 
memory and storage devices are computer-readable medium 
that may contain computer instructions that implement the 
broadcaster component. In addition, the data structures and 
message structures may be stored or transmitted via a signal 
transmitted on a computer-readable media, such as a com
munications link. 

FIG. 7 is a block diagram illustrating the sub-components 
of the broadcaster component in one embodiment. The 
broadcaster component includes a connect component 701, 
an external dispatcher 762, an internal dispatcher 703 for 
each internal connection, an acquire message component 
704 and a broadcast component 712. The appJication pro
gram may provide a connect callback component 710 and a 

FIG. 6 is a block diagram illustrating components of a 
computer that is connected to a broadcast channel. The 
above description generally assumed that there was only one 
broadcast channel and that each computer had only one 
connection to that broadcast channel. More generally, a 
network of computers may have multiple broadcast 
channels, each computer may be connected to more than one 
broadcast channel, and each computer can have multiple 
connections to the same broadcast channel. The broadcast 
channel is well suited for computer processes (e.g., appli
cation programs) that execute collaboratively, such as net
work meeting programs. Each computer process can connect 
to one or more broadcast channels. The broadcast channels 
can be identified by channel type (e.g., application program 
name) and channel instance that represents separate broad
cast channels for that channel type. When a process attempts 
to connect to a broadcast channel, it seeks a process cur
rently connected to that broadcast channel that is executing 
on a portal computer. The seeking process identifies the 
broadcast channel by channel type and channel instance. 

45 receive response component 711 that are invoked by the 
broadcaster component. The application program invokes 
the connect component to establish a connection to a des
ignated broadcast channel. The connect component identi
fies the external port and installs the external dispatcher for 

Computer 600 includes multiple application programs 
601 executing as separate processes. Each application pro
gram interfaces with a broadcaster component 602 for each 

50 handling messages that are received on the external port. 
The connect component invokes the seek portal computer 
component 705 to identify a portal computer that is con
nected to the broadcast channel and invokes the connect 
request component 766 to ask the portal computer (if fully 

55 connected) to select neighbor processes for the newly con
necting process. The external dispatcher receives external 
messages, identifies the type of message, and invokes the 
appropriate handling routine 767. The internal dispatcher 
receives the internal messages, identifies the type of 

60 message, and invokes the appropriate handling routine 708. 
The received broadcast messages are stored in the broadcast 
message queue 709. The acquire message component is 
invoked to retrieve messages from the broadcast queue. The 
broadcast component is invoked by the application program 

65 to broadcast messages in the broadcast channel. 

The following tables list messages sent by the broadcaster 
components. 
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Message Type 

seeking_ 
connection_ call 

connection_ 
request_ call 

edge_proposal_ 
call 

port_ 
connection_call 

connected_ stint 

condition_ 
repair_stmt 

Message Type 

connection_port_ 
searcb_stmt 
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External Messages 

EXTERNAL MESSAGES 

Description 

Indicates !hat a seeking process would like to know 
whelher !he receiving process is fully connected to the 
broadcast channel 
Indicates that the sending process would like lhe 
receiving process to initiate a connection of the 
sending process to the broadcast channel 
Indicates that the sending process is proposing an edge 
through which the receiving process can connect to the 
broadcast cbimnel (i.e., edge pinning) 
Indicates that the sending process is proposing a port 
through which the_receiving process can connect to lhe 
broadcast channel 
Indicates that the sending process is connected to lhe 
broadcast channel 
Indicates !hat the receiving process should disconnect 
from one of its neighbors and connect to one of lhe 
processes involved in lhe neighbors with empty port 
condition 

Internal Messages 

INTERNAL MESSAGES 

Description 

connection_ edge_ 
search_ call 

connection_ edge_ 
search_resp 

stmt 
disconnect_ stint 

condition_check_ 
stmt 
condition_ double_ 
check_stmt 
shutdown_ strut 

Flow Diagrams 

FIGS. 8-34 are flow diagrams illustrating the processing 
of the broadcaster component in one embodiment. FIG. 8 is 
a flow diagram illustrating the processing of the connect 
routine in one embodiment. This routine is passed a channel 
type (e.g., application name) and channel instance (e.g., 
session identifier), that identifies the broadcast channel to 
which this process wants -to -connect. The- routine is also 
passed auxiliary information that includes the list of portal 
computers and a connection callback routine. When the 
connection is established, the connection callback rQutine is 
invoked to notify the application program. When this pro
cess invokes this routine, it is in the seeking connection 
state. When a portal computer is located that is connected 
and this routine connects to at least one neighbor, this 
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the next search depth, else the routine continues at block restarts the process of connecting to the broadcast channel 
906. In block 906, the routine dials the selected portal and returns. In block 1103, the routine dials the process of 
computer through the port represented by the search depth. one of the found portal computers through the call-in port. 
In decision block 30 907, if the dialing was successful, then In decision block 1104, if the dialing is successful, then the 
the routine continues at block 908, else the routine loops to 5 routine continues at block 1105, else the routine continues at 
block 904 to select the next portal computer. The dialing will block 1113. The dialing may be unsuccessful if, for example, 
be successful if the dialed port is the call-in port of the the dialed process recently disconnected from the broadcast 
broadcast channel of the passed channel type and channel channel. In block 1105, the routine sends an external roes-
instance of a process executing on that portal computer. In sage to the dialed process requesting a connection to the 
block 908, the routine invokes a contact process routine, 10 broadcast channel (i.e., connection_request_call). In block 
which contacts the answering process of the portal computer 1106, the routine receives the response message (i.e., 
through the dialed port and determines whether that process connection_request_resp ). In decision block 1107, if the 
is fully connected to the broadcast channeL In block 909, the response message is successfully received, then the routine 
routine hangs up on the selected portal computer. In decision continues at block 1108, else the routine continues at block 
block 910, if the answering process is fully connected to the 15 1113. In block 1108, the routine sets the expected number of 
broadcast channel, _then the routine returns a success holes (i.e., empty internal connections) for this process 
indicator, else the routine continues at block 911. In block based on the received response. When in the large regime, 
911, the routine invokes the check for external call routine the expected number of holes is zero. When in the small 
to determine whether an external call has been made to this regime, the expected number of holes varies from one to 
process as a portal computer and processes that call. The 20 three. In block 1109, the routine sets the estimated diameter 
routine then loops to block 904 to select the next portal of the broadcast channel based on the received response. In 
computer. decision block 1111, if the dialed process is ready to connect 

FIG. 10 is a flow diagram illustrating the processing of the to this process as indicated by the response message, then 
contact process routine in one embodiment. This routine the routine continues at block 1112, else the routine contin-
determines whether the process of the selected portal com- 25 ues at block 1113. In block 1112, the routine invokes the add 
puter_ that answered the call-in to the selected port is fully neighbor routine to add the answering process as a neighbor 
connected to the broadcast channel. In block 1001, the to this process. This adding of the answering process typi-
routine sends an external message (i.e., seeking_ cally occurs when the broadcast channel is in the small 
connection_call) to the answering process indica~ing that a regime. When in the large regime, the random walk search 
seeking process wants to know whether the answering 30 for a neighbor is performed. In block 1113, the routine hangs 
process is fully-connected to the broadcast channel. In block up the external connection with the answering process 
1002, the ,routine receives the external response message computer and then returns. 
from the answering process. In decision block 1003, if the FIG. 12 is a flow diagram of the processing of the check 
external response message is successfully received (i.e., for external call routine in one embodiment. This routine is 
seeking_connection_resp), then the routine continues at 35 invoked to identify whether a fellow seeking process is 
block 1004, else the routine returns. Wherever the broadcast attempting to establish a connection to the broadcast channel 
component requests to receive an external message, it sets a through this process. In block 1201, the routine attempts to 
time out period. If the external message is not received answer a call on the call-in port. In decision block 1202, if 
within that· time out period, the broadcaster component the answer is successful, then the routine continues at block 
checks its own call-in port to see if another process is calling 40 1203, else the routine returns. In block 1203, the routine 
it. In particular, the dialed process may be calling the dialing receives the external message from the external port. In 
process, which may result in a deadlock situation. The decision block 1204, if the type of the message indicates that 
broadcaster component may repeat the receive request sev- a seeking process is calling (i.e., seeking_connection_call), 
eral times. If the expected message is not received, then the then the routine continues at block 1205, else the routine 
broadcaster component handles the error as appropriate. In 45 returns. In block 1205, the routine sends an external message 
decision block 1004, iflhe answering process indicates in its (i.e., seeking_connection_resp) to the other seeking pro-
response message that it is fully connected to the broadcast cess indicating that this process is also is seeking a connec-
channel, then the routine continues at block 1005, else the tion. In decision block 1206, if the sending of the external 
routine continues at block 1006. In block 1005, the routine message is successful, then the routine continues at block 
adds the selected portal computer to a list of connected so 1207, else the routine returns. In block 1207, the routine 
portal computers and then returns. In block 1006, the routine adds the other seeking process to a list of fellow seeking 
adds the answering process to a list of fellow seeking processes and then returns. This list may be used if this 
processes and then returns. process can find no process that is fu1ly connected to the 

FIG. 11 is a How diagram illustrating the processing of the broadcast channel. In which case, this process may check to 
connect request routine in one embodiment. This routine 55 see if any fellow seeking process were successfu1 in con-
requests a process of a portal computer that was identified as necting to the broadcast channeL For example, a fellow 
being fully connected to the broadcast channel to initiate the seeking process may become the first process fully con-
connection of this process to the broadcast channel. In nected to the broadcast channel. 

FIG. 13 is a flow diagram of the processing of the achieve 
60 connection routine in one embodiment. This routine sets the 

state of this process to fully connected to the broadcast 
channel and invokes a callback routine to notify the appli
cation program that the process is now fully connected to the 

decision block 1101, if at least one process of a portal 
computer was 1ocated that is fully connected to the broadcast 
channel, then the routine continues at block 1103, else the 
routine continues at block 1102. A process of the portal 
computer may no longer be in the list if it recently discon
nected from the broadcast channel. In one embodiment, a 
seeking computer may always search its entire search depth 65 

and find multiple portal computers through which it can 
connect to the broadcast channel. In block 1102, the routine 

requested broadcast channel. In block 1301, the routine sets 
the connection state of this process to fully connected. In 
block 1302, the routine notifies fellow seeking processes 
that it is fully connected by sending a connected external 
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message to them (i.e., connected_stmt). In block 1303, the decision block 1601, if this process is currently fully con-
routine invokes the connect callback routine to notify the nected to the broadcast channel, then the routine continues 
application program and then returns. at block 1603, else the routine hangs up on the external port 

FIG. 14 is a flow diagram illustrating the processing ofthe in block 1602 and returns. In block 1603, the routine sets the 
external dispatcher routine in one embodiment. This routine s number of holes that the calling process should expect in the 
is invoked when the external port receives a message. This response message. In block 1604, the routine sets the 
routine retrieves the message, identifies the external mes- estimated diameter in the response message. In block 1605, 
sage type, and invokes the appropriate routine to handle that the routine indicates whether this process is ready to connect 
message. This routine loops processing each message until to the calling process. This process is ready to connect when 
all the received messages have been handled. In block 1401, 10 the number of its holes is greater than zero and the calling 
the routine answers (e.g., picks up) the external port and process is not a neighbor of Lhis process. In block 1606, the 
retrieves an external message. In decision block 1402, if a routine sends to the calling process an external message that 
message was retrieved, then the routine continues at block is responsive to the connection request call (i.e., 
1403, else the routine hangs up on the external port in block connection_request_resp). In block 1607, the routine notes 
1415 and returns. In decision block 1403; if the message 15 the number of holes that the calling process needs to fill as 
type is for a process seeking _a connection (i.e., seeking_ indicated in the request message. In decision block 1608, if 
connection_ call), then the routine invokes the handle seek- this process is ready to connect to the calling process, then 
ing connection call routine in block 1404, else the routine the routine continues at block 1609, else the routine contin-
continues at block 1405. In decision block 1405, if the ues at block 1611. In block 1609, the routine invokes the add 
message type is for a connection request call (i.e., 20 neighbor routine to add the calling process as a neighbor. In 
connection_request_call), then the routine invokes the block 1610, the routine decrements the number of holes that 
handle connection request call routine in block 1406, else the calling process needs to fill and continues at block 1611. 
the routine continues at block 1407. In decision block 1407, In block 1611, the routine hangs up on the external port. In 
if the message type is edge proposal call (i.e., edge_ decision block 1612, if this process has no holes or the 
proposal_ call), then the _routine invokes_ the handle edge 25 estimated diameter is greater than one (i.e., in the large 
proposal call routine in block 1408, else the routine contin- regime), then the routine continues at block 1613, else the 
ues at block 1409. In decision block 1409, if the message routine continues at block 1616. In blocks 1613-1615, the 
type is port connect call (i.e., port_connect_call), then the routine loops_ forwarding a request for an edge through 
routine invokes the handle port connection call routine in which to connect to the calling process to the broadcast 
block 1410, else the routine continues at block 1411. In 30 channel. One request is forwarded for each pair of holes of 
decision block 1411, if the message type is a connected the calling process that needs to be filled. In decision block 
statement (i.e., connected_stmt), the routine invokes the 1613, if the number of holes of the calling process to be 
handle connected statement in block ll12, else the routine filled is greater than or equal to two, then the routine 
continues at block 1212. In decision block 1412, if the continues at block 1614, else the routine continues at block 
message type is a condition repair statement (i.e., 35 1616. In block 1614, the routine invokes the forward con-
condition_repair_stmt), then the routine invokes the handle nection edge search routine. The invoked routine is passed 
condition repair routine in block 1413, else the routine loops to an indication of the calling process and the random walk 
to block 1414 to ·process the next message. After each distance. In one embodiment, the distance is twice in the 
handling routine is invoked, the routine loops to block 1414. estimated diameter of the broadcast channel. In block 1614, 
In block 1414,-the routine hangs up on the external-port and 40 the routine decrements the holes left to fill by two and-loops 
continues at block 1401 to receive the next message. to block 1613. In decision block 1616, if there is still a hole 

FIG. 15 is a flow diagram illustrating the processing ofthe to fill, then the routine continues at block 1617, else the 
handle seeking connection call routine in one embodiment. routine returns. In block 1617, the routine invokes the fill 
This routine is invoked when a seeking process is calling to hole routine passing the identification of the calling process. 
identify a portal computer through which it can connect to 45 The fill hole routine broadcasts a connection port search 
the broadcast channel. In decision block 1501, if this process statement (i.e., connection_port_search_stmt) for a hole of 
is currently fully connected to the broadcast channel iden- a connected process through which the calling process can 
tified in the message, then the routine continues at block connect to the broadcast channel. The routine then returns. 
1502, else the routine continues at block 1503. In block FIG. 17 is a flow diagram illustrating the processing of the 
1502, the routine sets a message to indicate that this process 50 add neighbor routine in one embodiment. This routine adds 
is fully connected to the broadcast channel and continues at the process calling on the external port as a neighbor to this 
block 1505. In block 1503, the routine sets a message to process. In block 1701, the routine identifies the calling 
indicate that this process_ is not fully connected. In block process on the external port. In block 1702, the routine sets 
1504, the routine adds the identification of the seeking a flag to indicate that the neighbor has not yet received the 
process to a list of fellow seeking processes. If this process 55 broadcast messages from this process. This flag is used to 
is not fully connected, then it is attempting to connect to the ensure that there are no gaps in the messages initially sent to 
broadcast channel. In block 1505, the routine sends the the new neighbor. The external port becomes the internal 
external message response (i.e., seeking_connection_resp) port for this connection. In decision block 1703, if this 
to the seeking process and then returns. process is in the seeking connection state, then this process 

FIG.16 is a flow diagram illustrating-processing of the 60 is connecting to its-first neighbor.and the routine continues 
handle connection request call routine in one embodiment. at block 1704, else the routine continues at block 1705. In 
This routine is invoked when the calling process wants this block 1704, the routine sets the connection state of this 
process to initiate the connection of the process to the process to partially connected. In block 1705, the routine 
broadcast channel. This routine either allows the calling adds the calling process to the list of neighbors of this 
process to establish an internal connection with this process 65 process. In block 1706, the routine installs an internal 
(e.g., if in the small regime) or starts the process of iuenti- dispatcher for the new neighbor. The internal dispatcher is 
fying a process to which the calling process can connect. In invoked when a message is received from that new neighbor 
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through the internal port of that new neighbor. In decision minus the number of pending edges is greater than or equal 
block 1707, if this process buffered up messages while not to one. then this process still has holes to be filled and the 
fully connected, then the routine continues at block 1708, routine continues at block 1902, else the routine continues at 
else the routine continues at block 1709. In one embodiment, block 1911. In decision block 1902, if the proposing process 
a process that is partially connected may buffer the messages 5 or its neighbor is a neighbor of this process, then the routine 
that it receives through an internal connection so that it can continues at block 1911, else the routine continues at block 
send these messages as it connects to new neighbors. In 1903. In block 1903, the routine indicates that the edge is 
block 1708, the routine sends the buffered messages to the pending between this process and the proposing process. In 
new neighbor through the internal port. In decision block decis~on block 1904, if .a proposed neighb~r is aii:eady 
1709, if the number of holes of this process equals the 10 pendmg as a proposed ne1g~bor, th~n the routine continues 
expected number of holes, then this process is fully con- at block 1911, else f!te routme continues at block 1907. In 
nected and the routine continues at block 1710 else the block 1907, the routine sends an edge proposal response as 
routine continues at block 1711. In block 1710, the routine an external mess~ge ~o t?e proposing process (i.e., edge-;-
invokes the achieve connected routine to indicate that this proposal_resp) .11~dtcatmg that t~e propose~ edge IS 

process is fully connected. In decision block 1711 if the accepted. In decision block 1908, ~~ the s~nding of the 
. . . ' • 15 message was successful, then the routme contmues at block 

num?er of holes for this process ts z~ro, then the routine 1909, else the routine returns. In block 1909, the routine 
contmues at bl~ck 1712, else t~e rou~ne returns. In block adds the edge as a pending edge. In block 1910, the routine 
1712, the rou~me dele!es any pendmg. edges and then invokes the add neighbor routine to add the proposing 
re~s. A pendmg edg~ ~~an edg~ th~t h~ been ~roposed to process on the external port as a neighbor. The routine then 
thts process for edge ptnnmg, which m th1s case ts no longer 20 returns. In block 1911, the routine sends an external message 
needed. (i.e., edge_proposal_resp) indicating that this proposed 

FIG. 18 is a flow diagram illustrating the processing of the edge is not accepted. In decision block 1912, if the number 
forward connection edge search routine in one embodiment. of holes is odd, then the routine continues at block 1913, else 
This routine is responsible for passing along a request to the routine returns. In block 1913, the routine invokes the fill 
connect a requesting process to a randomly selected neigh- 25 hole routine and then returns. 
bor of this process through the internal port of the selected FIG. 20 is a flow diagram illustrating the processing of the 
neighbor, that is part of the random walk. In decision block handle port connection call routine in one embodiment. This 
1801, if the forwarding distance remaining is greater than routine is invoked when an external message is received 
zero, then the routine continues at block 1804, else the then indicates that the sending process wants to connect to 
routine continues at block 1802. In decision block 1802, if 30 one hole of this process. In decision block 2001, if the 
the number of neighbors of this process is greater than one, number of holes of this process is greater than zero, then the 
then the routine continues at block 1804, else this broadcast routine continues at block 2002, else the routine continues at 
channel is in the small regime and the routine continues at block 2003. In decision block 2002, if the sending process 
block 1803. In decision block 1803, if the requesting process is not a· neighbor, then the routine continues at block 2004, 
is a neighbor of this process, then the routine returns, else the 35 else the routine continues to block 2003. In block 2003, the 
routine continues at block 1804. In blocks 1804-1807, the routine sends a port connection response external message 
-routine loops attempting to send a connection edge search (i.e., port_connection_resp) to the sending process that 
call internal message (i.e., connection_edge_search_call) indicates that it is not okay to connect to this process. The 
to a randomly selected neighbor. In block 1804, the routine routine then returns. In block 2004, the routine sends a port 
randomly selects a neighbor of this process. In decision 40 connection response external message to the sending process 
block 1805, if all the neighbors of this process have already that indicates that is okay to connect this process. In decision 
been selected, then the routine cannot forward the message block 2005, if the sending of the message was successful, 
and the routine returns~ else the routine continues at block then the routine continues at block 2006, else the routine 
1806. In block 1806, the routine sends a connection edge continues at block 2007. In block 2006, the routine invokes 
search call internal message to the selected neighbor. In 45 the add neighbor routine to add the sending process as a 
decision block 1807, if the sending of the message is neighbor of this process and then returns. In block 2007, the 
successful, then the routine continues at block 1808, else the routine hangs up the external connection. In block 2008, the 
routine loops to block 1804 to select the next neighbor. routine invokes the connect request routine to request that a 
When the sending of an internal message is unsuccessful. process connect to one of the holes of this process. The 
then the neighbor may have disconnected from the broadcast 50 routine then returns. 
channel in an unplanned manner. Whenever such a situation FIG. 21 is a flow diagram illustrating the processing of the 
is detected by the broadcaster component, it attempts to find fill hole routine in one embodiment. This routine is passed 
another neighbor by invoking the fill holes routine to fi11 a an indication of the requesting process. If this process is 
single hole or the forward connecting edge search routine to requesting to fill a hole, then this routine sends an internal 
fill two holes. In block 1808, the routine notes that the 55 message to other processes. If another process is requesting 
recently sent connection edge search call has not yet been to fill a hole, then this routine invokes the routine to handle 
acknowledged and indicates that the edge to this neighbor is a connection port search request. In block 2101, the routine 
reserved if the remaining forwarding distance is less than or initializes a connection port search statement internal roes-
equal to one. It is reserved because the selected neighbor sage (i.e., connection_port_search_stmt). In decision 
may offer this edge to the requesting process for edge 60 block 2102, if this process is the requesting process, then the 
pinning. The routine then returns. routine continues at block 2103, else the routine continues at 

FIG. 19 is a flow diagram illustrating the processing of the block 2104. In block 2103, the routine distributes the 
handle edge proposal call routine. This routine is invoked message to the neighbors of this process through the internal 
when a message is received from a proposing process that ports and then returns. In block 2104, the routine invokes the 
proposes to connect an edge between the proposing process 65 handle connection port search routine and then returns. 
and one of its neighbors to this process for edge pinning. In FIG. 22 is a flow diagram illustrating the processing of the 
decision block 1901, if the number of holes of this process internal dispatcher routine in one embodiment. This routine 
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is passed an indication of the neighbor who sent the internal 
message. In block 2201, the routine receives the internal 
message. This routine identifies the message type and 
invokes the appropriate routine to handle the message. In 
block 2202, the routine assesses whether to change the 
estimated diameter. of the broadcast channel based on the 
information in the received message. In decision block 2203, 
if this process is the originating process of the message or 
the message has already been received (i.e., a duplicate), 
then the routine ignores the message and continues at block 
2208, else the routine continues at block 2203A. In decision 
block 2203A, if the process is partially connected, then the 
routine continues at block 2203B, else the routine continues 
at block 2204. In block 2203B, the routine adds the message 
to the pending connection buffer and continues at block 
2204. In decision blocks 2204-2207, the routine decodes the 
message type and invokes the -appropriate routine to handle 
the message. For example, in decision block 2204, if the 
type of the message is broadcast statement (i.e., broadcast_ 
stmt), then the routine invokes the handle broadcast message 
routine in block 2205. After invoking the appropriate han
dling routine, the routine continues at block 2208. In deci
sion block 2208, if the partially connected buffer is full, then 
the routine continues at block 2209, else the routine contin
ues at block 2210. The broadcaster component collects all its 
internal messages in a buffer while partially connected so 
that it can forward the messages as it connects to new 
neighbors. If, however, that buffer becomes full, then the 
process assumes that it is now fully connected and that the 
expected number of connections was too high, because the 
broadcast channel is now in the small regime. In block 2209, 
the routine invokes the achieve connection routine and then 
continues in block 2210. In decision block 2210, if the 
application program message queue is empty, then the 
routine returns, else the routine continues at block 2212. In 
block 2212, the routine invokes the receive response routine 
passing the acquired message and then returns. The received 
response routine is a callback routine of the application 
program. 

FIG. 23 is a flow diagram illustrating the processing of the 
handle broadcast message routine in one embodiment. This 
routine is passed an indication of the originating process, an 
indication of the neighbor who sent the broadcast message, 
and the broadcast message itself In block 2301~ the routine 
performs the out of order processing for this message. The 
broadcaster component queues messages from each origi
nating process until it can send them in sequence number 
order to the application program. In block 2302, the routine 
invokes the distribute broadcast message routine to forward 
the message to the neighbors of this process. In decision 
block 2303, if a newly connected neighbor is waiting to 
receive messages, then the routine continues at block 2304, 
else the routine returns. In block 2304, the routine sends the 
messages in the correct order if possible for each originating 
process and then returns. 

FIG. 24 is a flow diagram illustrating the processing of the 
distribute broadcast message routine in one embodiment. 
This routine sends the broadcast message to each of the 
neighbors of this process, except for the neighbor who sent 
the- message to~ this process. In_ block 2401, the routine 
selects the next neighbor other than the neighbor who sent 
the message. In decision block 2402, if all such neighbors 
have already been selected, then the routine returns. In block 
2403, the routine sends the message to the selected neighbor 
and then loops to block 2401 to select the next neighbor. 

FiG. 26 is a flow diagram illustrating lhe processing of the 
handle connection port search statement routine in one 

26 
embodiment. This routine is passed an indication of the 
neighbor that sent the message and the message itself. In 
block 2601, the routine invokes the distribute internal mes
sage which sends the message to each of its neighbors other 

5 than the sending neighbor. In decision block 2602, if the 
number of holes of this process is greater than zero, then the 
routine continues at block 2603, else the routine returns. In 
decision block 2603, if the requesting process is a neighbor, 
then the routine continues at block 2605, else the routine 

10 continues at block 2604. In block 2604, the routine invokes 
the court neighbor routine and then returns. The court 
neighbor routine connects this process to the requesting 
process if possible. In block 2605, if this process has one 
hole, then the neighbors with empty ports condition exists 

15 and the routine continues at block 2606, else the routine 
returns. In block 2606, the routine generates a condition 
check message (i.e., condition_check) that includes a list of 
this process' neighbors. In block 2607, the routine sends the 
message to the requesting neighbor. 

20 FIG. 27 is a flow diagram illustrating the processing of the 
court neighbor routine in one embodiment. This routine is 
passed an indication of the prospective neighbor for this 
process. If this process can connect to the prospective 
neighbor, then it sends a port connection call external 

25 message to the prospective neighbor and adds the prospec
tive neighbor as a neighbor. In decision block 2701, if the 
prospective neighbor is already a neighbor, then the routine 
returns, else the routine continues at block 2702. In block 
2702, the routine dials the prospective neighbor. In decision 

30 block 2703, if the number of holes of this process is greater 
than zero, then the routine continues at block 2704, else the 
routine continues at block 2706. In block 2704, the routine 
sends a port connection call external message (i.e., port_ 
connection_call) to the prospective neighbor and receives 

35 its response (i.e., port __ connection_resp). Assuming the 
response is successfully received, in block 2705, the routine 
adds the prospective neighbor as a neighbor of this process 
by invoking the add neighbor routine. In block 2706, the 
routine hangs up with the prospect and then returns. 

40 FIG. 28 is a flow diagram illustrating the processing of the 
handle connection edge search call routine in one embodi
ment. This routine is passed a indication of the neighbor who 
sent the message and the message itself. This routine either 
forwards the message to a neighbor or proposes the edge 

45 between this process and the sending neighbor to the 
requesting process for edge pinning. In decision block 2801, 
if this process is not the requesting process or the number of 
holes of the requesting process is still greater than or equal 
to two, then the routine continues at block 2802, else the 

so routine continues at block 2813. In decision block 2802, if 
the forwarding distance is greater than zero, then the random 
walk is not complete and the routine continues at block 
2803, else the routine continues at block 2804. In block 
2803, the routine invokes the forward connection edge 

55 search routine passing the identification of the requesting 
process and the decremented forwarding distance. The rou
tine then continues at block 2815. In decision block 2804, if 
the requesting process is a neighbor or the edge between this 
process and the sending neighbor is reserved because it has 

60 already been otfered to a process, then the routine continues 
at block 2805, else the routine continues at block 2806. In 
block 2805, the routine invokes the forward connection edge 
search routine passing an indication of the requesting party 
and a toggle indicator that alternatively indicates to continue 

65 the random walk for one or two more computers. The routine 
then continues at block 2815. In block 2806, the routine dials 
the requesting process via the call-in port. In block 2807, the 
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routine sends an edge proposal call external message (i.e., 
edge_proposal_call) and receives the response (i.e., edge_ 

· proposal_resp). Assuming that the response is successfully 
received, the routine continues at block 2808. In decision 
block 2808, if the response indicates that the edge is 5 
acceptable to the requesting process, then the routine con
tinues at block 2809, else the routine continues at block 
2812. In-block 2809, the routine reserves the edge between 
this process and the sending neighbor. In block 2810, the 
routine adds the requesting process as a neighbor by invok- 10 
ing the add neighbor routine. In block 2811, the routine 
removes the sending neighbor as a neighbor. In block 2812, 
the routine hangs up the external port and continues at block 
2815. In decision block 2813, ifthis process is the requesting 
proce~dthe number of holes of this process equals one, 15 
then the routine continues at block 2814, else the routine 
continues at block 2815. In block 2814, the routine invokes 
the fill hole routine. In block 2815, the routine sends an 
connection edge search response message (i.e., connection_ 
edge_search_response) to the sending neighbor indicating 20 
acknowledgement and then returns. The graphs are sensitive 
to parity. That is, all possible paths starting from a node and 
ending at that node will have an even length unless the graph 
has a cycle whose length is odd. The broadcaster component 
uses a toggle indicator to vary the random walk distance 25 
between even and odd distances. 

FIG. 29 is a flow diagram illustrating the processing of the 
handle connection edge search response routine in one 
embodiment. This routine is passed as indication of the 
requesting process, the sending neighbor, and the message. 30 
In block 2901, the routine notes that the connection edge 
search re~ponse (i.e .• connection_edge_search_resp) has 
been received·and·if the forwarding distance is less than or 
equal to one unreserves the edge between this process and 
the sending neighbor. In decision block 2902, if the request- 35 
ing process indicates that the edge is acceptable as indicated 
in the message, then the routine continues at block 2903, e1se 
the routine returns. In block 2903, the routine reserves the 
edge between this process and the sending neighbor. In 
block 2904, the routine removes the sending neighbor as a 40 
neighbor. In block 2905, the routine invokes the court 
neighbor routine to connect to the requesting process. In 
decision block 2906, if the invoked routine was 
unsuccessful, then the routine continues at block 2907, else 
the routine returns. In decision block 2907, if the number of 45 
holes of this process is greater than zero, then the routine 
continues at block 2908, else the routine returns. In block 
2908, the routine invokes the fill hole routine and then 
returns. 

28 
gram. This routine returns a message. In block 3101, the 
routine pops the message from the message queue of the 
broadcast channel. In decision block 3102, if a message was 
retrieved, then the routine returns an indication of success, 
else the routine returns indication of failure. 

FIGS. 32-34 are flow diagrams illustrating the processing 
of messages associated with the neighbors with empty ports 
condition. FIG. 32 is a flow diagram illustrating processing 
of the handle condition check message in one embodiment. 
This message is sent by a neighbor process that has one hole 
and has received a request to connect to a hole of this 
process. In decision block 3201, if the number of holes of 
this process is equal to one, then the routine continues at 
block 3202, else the neighbors with empty ports condition 
does not exist any more and the routine returns. In decision 
block 3202, if the sending neighbor and this process have the 
same set of neighbors, the routine continues at block 3203, 
else the routine continues at block 3205. In block 3203, the 
routine initializes a condition double check message (i.e., 
condition_double_check) with the list of neighbors of this 
process. In block 3204, the routine sends the message 
internally to a neighbor other than ·sending neighbor. The 
routine then returns. In block 3205, the routine selects a 
neighbor of the sending process that is not also a neighbor 
of this process. In block 3206, the routine sends a condition 
repair message (i.e., condition_repair_strnt) externally to 
the selected process. In block 3207, the routine invokes the 
add neighbor routine to add the selected neighbor as a 
neighbor of this process and then returns. 

FIG. 33 is a flow diagram illustrating processing of the 
handle condition repair statement routine in one embodi
ment. This routine removes an existing neighbor and con
nects to the process that sent the message. In decision block 
3301, if this process has no holes, then the routine continues 
at block 3302, else the routine continues at block 3304. In 
block 3302, the routine sects a neighbor that is not involved 
the neighbors with empty ports condition. In block 3303. the 
routine removes the selected neighbor as a neighbor of this 
process. Thus, this process that is executing the routine now 
has at least one hole. In block 3304, the routine invokes the 
add neighbor routine to add the process that sent the message 
as a neighbor of this process. The routine then returns. 

FIG. 34 is a flow diagram illustrating the processing ofthe 
handle condition double check routine. This rm~tine deter
mines-whether--the-neighbor~-witlrernpty ports condtlton -- · 
really is a problem or whether the broadcast channel is in the 
small regime. In decision block 3401, if this process has one 
hole, then the routine continues at block 3402, else the 
routine continues at block 3403. If this process does not have 
one hole, then the set of neighbors of this process is not the 

FIG. 30 is a flow diagram illustrating the processing of the 
broadcast routine in one embodiment. This routine is 
invoked by the application program to broadcast a message 
on the broadcast channel. This routine is passed the message 
to be broadcast. In decision block 3001, if this process has 
at least one neighbor, then the routine continues at block 
3002, else the routine returns since it is the only process 
connected to be broadcast channel. In block 3002, the 
routine generates an internal message of the broadcast 
statement type (i.e., broadcast_stmt). In block 3003, the 
routine sets the sequence number of the message. In block 
3004, the routine invokes the distribute internal message 
routine to broadcast the message on the broadcast channel. 
The routine returns. 

50 same as the set of neighbors of the sending process. In 
decision block 3402, if this process and the sending process 
have the same set of neighbors, then the broadcast channel 
is not in the small regime and the routine continues at block 
3403, else the routine continues at block 3406. In decision 

FIG. 31 is a flow diagram illustrating the processing of the 
acquire message routine in one embodiment. The acquire 
message routine may be invoked by the application program 
or by a callback routine provided by the application pro-

55 block 3403, if this process has no holes, then the routine 
returns, else the routine continues at block 3404. In block 
3404, the routine sets the estimated diameter for this process 
to one. In block 3405, the routine broadcasts a diameter reset 
internal message (i.e .• diameter_reset) indicating that the 

60 estimated diameter is one and then returns. In block 3406, 
the routine creates a list of neighbors of this process. In 
block 3407, the routine sends the condition check message 
(i.e., condition_check_stmt) with the Jist of neighbors to 
lhe neighbor who sent the condition double check message 

65 and then returns. 
From the above description, it will be appreciated that 

although specific embodiments of the technology have been 
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described, various modifications may be made without devi
ating from the spirit and scope of the invention. For 
example, the communications on the broadcast channel may 
be encrypted. Also, the channel instance or session identifier 
may be a veiy large number (e.g., 128 bits) to help prevent 5 

an unauthorized user to maliciously tap into a broadcast 
channel. The portal computer may also enforce security and 
not allow an unauthorized user to connect to the broadcast 
channel. Accordingly, the invention is not limited except by 

30 
11. The broadcast channel of claim 10 wherein the broad

cast component disregards received data that it has already 
sent to its neighbor participants. 

12. The broadcast channel of claim 10 wherein a partici
pant connects to the broadcast channel by contacting a 
participant already connected to the broadcast channel. 

13. The broadcast channel of claim 10 wherein each 
participant is a computer process. 

14. The broadcast channel of claim 10 wherein each 
the claims. 

What is claim is: 
10 participant is a computer thread. 

1. A non-routing table based computer network having a 
plurality of participants, each participant having connections 

15. The broadcast channel of claim 10 wherein each 
participant is a computer. 

16. The broadcast channel of claim 10 wherein the to at least three neighbor participants, wherein an originating . . 
participant sends data to the other participants by sending_ 15 commurucat10ns network uses TCP/IP _protocol. _ . 
the data through each of its connections to its neighbor 17. The broadcast channel of drum 10 wherem the 
participants, wherein each participant sends data that it communications network is the Internet. 
receives from a neighbor participant to its other neighbor 18. The broadcast channel of claim 10 wherein the 
participants, wherein data is numbered sequentially so that participants are peers. 
data received out of order can be queued and rearranged, 20 19. A non-routing table based computer-readable medium 
further wherein the network is m-regular and m-connected, containing instructions for controlling communications of a 
where m is the number of neighbor participants of -each participant of a broadcast channel within a network, by a 
participant, and further wherein the number of participants method comprising: 
is at least two greater than m thus resulting in a non- locating a portal computer; 
complete graph. 25 . h 1 ed a1 ·d 

2. The computer network of claim 1 wherein each par- re~ue~tm~ t e oc~t port . ~omputer to . provJ e an 
ticipant is connected to 4 other participants. ~~~tcatton of netghbor parttctpants to which the par-

3. The computer network of claim 1 wherein each par- tlctpant can be connected; 
ticipant is connected to an even number of other participants. receiving the indications of the neighbor participants; and 

4. The computer network of claim 1 wherein all the 30 establishing a connection between the participant and 
participants are peers. each of the indicated neighbor participants, wherein a 
. 5. The computer network o~ claim 1 wherein the connec- connection between the portal computer and the par-

uons are peer-to-peer connections: . ticipant is not established, wherein a connection 
. 6. The computer netwo_rk of drum 1 wherem the connec- between the portal computer and the neighbor partici-

uons are TCPIIP connections. . . 35 pants is not established, further wherein the network is 
. ? . Th~ computer networ~ of drum 1 wherem each par- m-regular and m-connected where m is the number of 

ttctpant ts a process executmg on a computer. . . . . ' . . 
8. The computer network of claim l wherein a computer netgh~or parttctpants of each. ~arttctp~t, and further 

hosts more than one participant. wherem the number of .Part.tctpants ts at least two 
9. The computer network of claim 1 wherein each par- 40 greater tha,n m thus resulting~ a non-c~mplete grap?. 

ticipant sends to each of its neighbors only one copy of the 20. Th~ ~omp~ter-readable medmm of drum 19 wherem 
data. each parttctpant ts a computer process. 

10. A non-routing table based broadcast channel for 2~. ~e compu~e_r-readable medium of claim 19 wher~in 
participants, comprising: the 1~dicated parttctpants are computer processes executmg 

. . . on different computer systems. 
a commun~cat~ons network that p_r~vtdes peer-to-peer 45 

22. The computer-readable medium of claim 19 includ-
commumcattOns between the participants connected to ing· 
the broadcast channel; and · 

~ h · · d h b d h 1 receiving data from a neighbor participant of the partici-
lOr eac partictpant connecte tot e roa cast c anne. ant· and 

an indication of four neighbor participants of that p ' 
participant; and 50 tr~s:IDtting the received data to the other neighbor par-

b d b 
. d . tlctpants. 

a roa. c.ast component t at rece~ves. ata from a netghbor 23. The computer-readable medium of claim 19 includ-
parttctpant usmg the comrnumcat10ns network and that ing· 
sends the received data to its other neighbor partici- · . . . . 
pants to effect the broadcasting of the data to each rece1vmg a request to connect to another parttctpant; 
participant of the to broadcast channel, wherein the 

55 
disconnecting from a neighbor participant; and 

network is m-regular and m-connected, where m is the connecting to the other participant. 
number of neighbor participants of each participant, 24. The computer-readable medium of claim 19 wherein 
and further wherein the number of participants is at the connections are established using the TCP/IP protocol. 
least _two great~r than m thus resulting in a non-
complete graph. · * * * * * 
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REUABLE BROADCAST IN I\fOBILE \VIRELESS NET'\VORKS1 

S. Alagar and S. Venkatesan 
Department of Computer Science, University of Texas at Dallas 

Richardson, TX 75083 

J. R. Cleveland 
C3 Systems Division, Electrospace Systems. Inc., A Chrysler Company 

Richardson, TX 75081 

ABSTRACT 

This paper presents preliminary results of our research on 
wireless networking that supports reliable communications 
between nomadic hosts engaged in distributed computing and 
collaborative conferencing. Our network model consists of a 
set of low-power, radio frequency (RF) transceivers which 
move relative to each other across an irregular terrain subject 
to RF propagation impairments. The low transmitter power 
defines a radio coverage which limits the probability of 
intercept and the number of neighbors but optimizes frequency 
reuse. The combination of low power and propagation 
environment produces a network characterized by stochastic 
link failures. The rapidity of these failures and perturbations 
to the network topology defeats the use of routing policies 
based on maintaining routing tables or detennining least cost 
paths. ·With these conditions as the background, our work 
addresses the need to provide reliable infonnation exchange, 
mitigate bottlenecks, avoid excessive traffic, and offer scalable 
services without the benefit of static base station or fixed 
backbone support. Meeting such challenges demands a robust, 
flexible infonnation transport system that deiivers all required 
information for diverse operational scenarios. The approach 
emphasizes the importance of achieving guaranteed delivery 
across a network of limited size operating in a hostile 
environment rather than obtaining a high throughput per unit 
area, typical of commercial enterprises. 

The basic premise of the protocol is that host mobility and 
terrain prevents a priori knowledge of any host location and 
optimum path. Message broadcasting, or flood routing. 
provides the means for reliable delivery of information in the 
presence of uncertain connectivity and node Jocations. 
Knowledge of the network results, instead, from a measure of 
transmitted and received message traffic. Central to the 
protocol is the provision for each mobile host to retain a 
HISTORY of messages broadcast to and received from its 
neighbor(s). A host which receives a message broadcasts an 

acknowledgment to the sender, updates its local HISTORY, and 
then retransmits the message if it is not a duplicate message. 
Duplicated messages are discarded. If a sending host does not 
receive an acknowledgment from a neighbor within a certain 
time, it timeouts and resends the message. If a host does not 
receive an acknowledgment after several retries, it assumes that 
the link disconnection is not transient and stops sending the 
message. When a host detects a new neighbor, a handshake 
procedure results in the exchange of active messages not 
conunon to the respective HISTORY of each host. Once the 
handshake procedure terminates, the contents of the HISTORY 
for each host are identical. Thus, using handshake procedures, 
mobile hosts receive messages that they did not receive 
previously due to link disconnections. Idle hosts will 
periodically broadcast a sounding message to maintain their 
network presence. 

1. INTRODUCTION. Winning the infonnation war with 
complete and up-to-date intelligence is vital to the entire 
spectrum of possible operational requirements, whether· 
engaged in war or corporate strategic planning. Military 
commanders engaged in rapid force projection, as well as 
public safety officers, medical staff, and corporate managers, 
demand accurate information regardless of location or 
situation. Each requires a clear and accurate picrure of a 
changing situation to reach well-infonned decisions and 
successful conclusion. Infonnation must flow throughout the 
network toward the users at each level of the management 
hierarchy whether at the sustaining base or at the forward most 
part of the mission. Participating staff must have the capability 
to acquireorsendaccurate infonnation that defines their space 
and situation. The infonnation transport network must extend 
reliable voice, data. video, and imagery transmissions to 
nomadic users at any location. The availability of assured 
communications directly relates to mission success through 
computing, oonferencing, and synchronized tasking while fixed 
or on-the-move. Invariably, this critical infonnation is required 
when communications services nonnally provided by a reliable, 

1Tbis research was supported in pan by NSF under Grant No. CRR-9110177, by the Texas Advanced Technology Program under Grant No. 
9741-036. and by a grant from Electrospace Systems, Inc., a Chrysler Company. 
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fixed infrastnn:tw"e are unavailable or severely degraded. 

I 

The wireless networking of mobile (i.e., nomadic) subscribers 
is an emerging paradigm in the field of distributed conunand, 
control, and computing, with the potential to improve 
command and control responsiveness. Ir -··- ,.,.. ... ~~vt thA 

phrase "mobile wireless networkn means tha 
not contain any static support stations. T 
supports the needs of subscribers to mobi 
and mobile satellite ground entry points. 
network must provide reliable informatio1 

...... , 
( --' 

implementation. In this network concept, the cell of a mobile 
host is the geographical area within which the mobile hosts can 
directly communicate with other mobile hosts. Note that the 
cell of a host does not remain fixed, but moves with each 
attached host. The nominal cell size (R) is determined by a 
nath loss model that denotes the local average received signal 

:er. A general path loss (PL) 
_d through measurement uses 
:e the power law relationship 
1wer. Based on both analysis 
r the microcell propagation 

bottlenecks, avoid excessive traffic, offeJ 
aOO., above all, adapt to dynamic topologies 
area should conform as closely as possit 
which subscribers move, thereby offering i 

istic distance Rc,. The power 

·cj'~ 
u<J '+j ',-o <;J<[; 

~(RIR0)+X0 (1) 
detection and improving frequency r 
implementation and operation are critical~ 

Nomadic wireless networks currently ai 
limited bandwidth and frequent changes 
The challenge is to aUow updates fi 
simultaneously, but only for those use 
service. The major requirements inclu~ 
minimize updates, provide fault-tolera_. 
service scalability, and minimize communication· and 
computation overhead. Many of the algorithms that assume 
static hosts or well-defined point-to-point links cannot be 
directly used for mobile systems due to the changes in physical 
connectivity and limited bandwidth of the wireless links. This 
has spawned considerable research in mobile computing: 
designing communication protocols [1, 2, 3. 4]. file system 
operations [5, 6J, managing data efficiently [7, 8], and 
providing fault tolerance [9]. Most research on these topics is 
based on a model in which the mobile hosts are supported by 
static base stations such as cellular telephony or personal 
communications systems (PCS). A typical PCS topology takes 
the form of a single-hop network in which each host is within 
radio range of the base station or all other hosts. In this paper~ 
we consider the _problem of providing reliable broadcast in · 
mobile wireless networks where single-hop and known 
topologies may not exist. Applications include disaster relief 
operations, highly mobile military or law enforcement 
operations. and rapid response contingency operations where 
it is not economical to place support stations. 

2. WIRELESS NETWORK MODEL. The model of the 
mobile wireless network consists of several mobile hosts 
distributed over an irregular terrain (Figure 1). The mobile 
hosts use low-power transmitters and novel, efficient receivers 
[1 0] to communicate. Emerging technologies and products for 
PCS applications that operate in the ISM bands with a 
transmitter power of 1 W [ 11] provide the basis for practical 

BNSOCX::ID: <XP _10153965A_I_> 

·1 ~tAct;J 

se bJ.) 
---

Uf s at the characteristic distance 
Jaussian random variable that 
e received power. Nelson and 
a slotted ALOHA network 0 /£ . hput occurs with a cell size 

les an average of six nearest 
_~produced in Figure 2. These 

results assume a ·nutuum ua.,irlbution of nodes across the 
terrain aoo a perfect capture condition. Perfect capture occurs 
when a node wiD always receive and detect the strongest of 
several simultaneous transmissions within its hearing range. 
The weaker signals appear as noise to the detection process. A 
non-caputre condition occurs if simultaneous transmissions 
always result in collisions. The reduced power supports 
frequency reuse, as well as low probability of detection. Their 
analysis also shows that mobile hosts with sufficient 

~ ---~\ -- / ' - / \ I',~',.._.._..! I \ 
I ' .; ... "t ... \ 

. .... .... 
I '. 1 a-

1_. -- "' - I I *' -- \ I "' ~~- '\ I "' w ----~~ 
Figure 1. Model of a wireless computer network that 
experiences link failures due to range limitations and terrain 
impairments. 
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Figure 2. Nonnalized throughput for perfect capture with the 
· slotted ALOHA protocol versus the average number of nearest 
neighbors for different probabilities that a node is busy. 

transmitter power to reach all other hosts- (i.e. 1 a single-hop 
network) support a significantly lower throughput. 

Detectin~ Neichbors. Neighbors are detected by a strategy 
common to a general class of survivable and adaptive network 
protocols that use sounding procedures [15, 16]. Two mobile 
hosts are neighbors if they can "hear" each other. Each host 
detects its neighbors by periodically broadcasting a probe 

(a) , ... - .... 
... - ,- ........ .... 

, _,- I ' \ 

," ... ...1. )~; ... ~- ' 
" I .., .,. .... ' , , " ,,, \. ' .,l- ~ 

,, v "~ ,c \ ( f 

1
\ 1~ a I ~ 1 \ 1 \ 

\ j,a\ It ~i 
\ ', iC \ o ,--.;:., ... _r ~ .. , 1 \ ..._ \ ... ,.s,_ _.. , I __ ., ' , 

' ... , ' , ,. ' ~ ,.,.** -.--'* __ , 

CONNECTED 

ctJ 

"' .. - ...... (b) -- ... " .,. -"- , ..... 
J , ; \ )!~ '\ 

,' ::~, ~~:; ;~: ~,,_~_: ~ :: ;: 
' _, lJ' , 

SEGMENTED 

kll 
'-~-' ,, _, """"'"- ;. ... __ .-

Figure 3. Examples of (a) a fully connected mobile wireless 
network and (b) a decomposed network due to mobility of 
hosts c and f. The shaded region indicates the common area 
within the range of hosts c andfand the rest of the network. 
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message. A host that hears a probe message sends an 
acknowledgment to the probing host. Every host maintains a 
list of neighbors and periodically updates the list based on 
acknowledgments received. When two hosts become 
neighbors, a wireless link is established between them, and they 
execute a handshake procedure. As part of the handshake 
procedure. they each update their list of neighbors. 

Link Disconnections. The wireless link between two neighbors 
is umeliable due to RF propagation effects such as loss of line
of-sight (LOS), moving out of range, multipath fading, or 
fuclement weather. There are two types of link disconnections: 
(1) transient and (2) pennanent In the transient case, a host is 
unable to communicate briefly with a neighbor due to: (a) the 
neighbor moving out of sight; (b) multipath fading; or (c) 
inclement weather. Multipath fading has a time dependence 
that varies from microseconds to seconds, depending on the 
terrain and the host velocity [ 17]. Fade depths range up to 20 
dB. The stochastic behavior of such transient link 
disconnections is very similar to that encountered for high 
frequency radio networks [18]. In the permanent case, a host 
is unable to communicate with a neighbor because their 
separation exceeds the range described by the cell geometry. 
We assume tbat each mobile host can communicate with an 
arbitrary mobile host in its cell without any interference (from 
other mobile hosts in the same cell) using techniques such as 
TDMA or code division multiple access (CDMA) spread 
spectrum signaling. One such technique is presented in [16]. 

3. BROADCAST CONSIDERATIONS. Terrestria1 
networks provide the means to manage RF spectrum utilization 
to minimize the inherent· latency for transmission, the 
probability of detection. and the cost of utilization not afforded 
by satellite services. Reliab1e broadcast in a mobile wireless 
network is not easy due to the following reasons: (1) It may be 
difficult to maintain a convenient structure (spanning tree, 
virtual ring) for broadcasting because of the mobility of hosts 
and the absence of an established backbone network While an 
adaptive algorithm can be used to maintain the structure, the 
small cell size leads to cases where two neighbors may 
frequently move out of each others' range leading to the 
invocation of the adaptive algorithm frequently. (2) The 
wireless network itself may not be connected always (see 
Figure 3). They may be decomposed into several connected 
components for a while and merge after some time (we assume 
"quite often"}. We also assume that permanent disconnections 
do not occur. In the next section we present a preHminary 
solution for reliable broadcast in mobile wireless network. Our 
solution is based on simple (restricted) flooding and 
handshaking. 

Flooding ultimately involves transmitting the message to every 
I 
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node in the network} which is a disadvantage} particularly for 
large networks. The main advantage of flooding is that there 
is little explicit o~erhead and network management. As a 
consequence. no provisions are made to store or maintain 
routing or management data. Instead, hosts keep track of 
individual messages received and determine whether or not to 
retransmit lhe message. It is well suited to network 
requirements for highly mobile user groups on the digitized 
battlefield or in disaster relief operations where there is a need 
for reliabJe delivery in the presence of uncertain connectivity 
and rapid topology changes [19]. 

4. BROADCAST PROTOCOL. To broadcast a message, 
a mobile host transmits the message to all of its neighbors. On 
receiving a broadcast message, an intermediate mobile host 
retransmits the message to all of its neighbors. The technique 
would suffice if the network remained connected forever. 
Additional steps are necessary to cope with network link 
disconnections. 

For example, mobile host h1 maintains a sequence counter, 
CNTi. At any instant, the value of CNTi denotes the number of 
messages broadcast by host h1• CNTi is incremented when hs 
is about to broadcast a new message. In addition, host h, 
maintains a history of messages (HISTOR~) it has broadcast 
as well as received from other hosts. The j'h component of 
HISTORYi contains infonnation about messages broadcast 
from h, and received from h1. A rebroadcast count and a time 
stamp provide the means to limit the propagation of the 
message in a large network. 

A sample pictorial representation of HISTORY, is shown in 
Figure 4. Host hi has received messages 1 and 4. but not 
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Figure 4. A snapshot of the status of the HISTORY1 showing 
messages stored in hit hi and h;;. 

BNSDOCID: <XP _10153965A_I_> 

~~·.'_0··-·-.' -~--~-3 

messages 2 and 3. Similarly, h1 has received messages 2 and 
4 from h~ but not messages 1 and 3. It is easy to maintain 
HISTORY, for .each h, as an array of lists. We now describe 
our solution for reliable broadcast. 

Normal Operation. Let us assume that host hi wants to 
broadcast message m. The following occurs: 

• Host hi first increments CN'fi and then transmits message 
(m, h1, CNTJ to all neighbors. It also stores (m , h; , CNTi) 
in a buffer locally. 

• When host hi receives message (m , ~ , CN'Ii), it sends an 
acknowledgment to the sender, updates the i111 component of 
HISTOR~ and buffers the message locally. Hos~ h then 
retransmits the message (m , hi , CNTi) to its neighbors. 

• If h1 receives another copy of (m , h1 , CNT J, it discards the 
message, but sends an acknowledgment to the sender. 

• A mobile host h, after sending a message (m , hi , CNT ~ to 
its neighbors, waits for acknowledgments from all of its 
neighbors. If h does not receive acknowledgment from a 
neighbor within a cenain time, h timeouts and resends the 
message (with a hope that link: disconnection is transient). If 
h does not receive acknowledgment after several retries, h 
assumes that the link disconnection is not transient and stops 
sending the message. 

During periods of heavy message exchange activity, this 
strategy substitutes for the polling or sounding procedure 
described in Section 2. 

Handshake Procedure. When host h1 detects a new neighbor, 
h1, a handshake procedure is executed by hosts hi and h1: 

• h1 sends HISTOR~ to h1:. and receives HISTORY1 from h .. 
• h1compares HJSTORYt with HISTOR~ to identify messages 

available in HISTORYp but not in HISTORY k1 and broadcasts 
those messages. Host ht does likewise. 

• h1 then receives the "new .. messages send by h1 and updates 
HlSTORYk' h1does the same for messages received from h~;
also sends these "newu messages to other neighbors. 

At the conclusion of the handshake procedure, the contents of 
HISTOR~ and HISTORY~r are equal. Thl1S, using handshake 
procedure, mobile hosts receive messages that they did not 
receive due to link disconnections. The size of HISTORY 
stored at each h can be reduced as follows. If the first message 
received by h1 from h t is CNT t =t then it is sufficient for the k1h 

component of HISIORY, to start from t. Storage for entry of 
messages l tot- 1 need not be provided. Funher optimization 
can be done by storing either the HISTORY of messages 
received or the HISTORY messages not received depending on 
which list is smaller. 
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